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ABSTRACT

Support vector machines (SVMs) can be trained to detect manner transitions

between phones and to identify the manner and place of articulation of any given

phone. The SVMs can perform these tasks with high accuracy using a variety of

acoustic representations. The SVMs generalize well to unseen test data if these data

were created under identical conditions to the training corpus. Unseen acoustic data

from different corpora present a problem for the SVM, even if these acoustic data

were generated under similar conditions. The discriminant outputs of these SVMs

are used to create both a hybrid SVM/HMM (hidden Markov model) phone recogni-

tion system and a hybrid SVM/HMM word recognition system. There is a significant

improvement in both phone and word recognition accuracy when these SVM discrim-

inant features are used instead of mel frequency cepstral coefficients (MFCCs).
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CHAPTER 1

INTRODUCTION

Since at least 1955, psychophysical experiments in human speech perception

have demonstrated that speech perception is multiscale and structured: coarse-scale

information (prosody, syllable structure, sonorancy) can be perceived independently

of fine-grained information (place of articulation) [2, 3, 4, 5, 6, 7, 8, 9]. Human abil-

ity to generalize quickly and effortlessly from one speaking style, signal-to-noise ratio

(SNR), or channel condition to another has been attributed to this multiscale char-

acteristic of speech perception [10, 11, 12]. Despite the importance of multiscale per-

ception in human speech perception, psychologically realistic multiscale models have

failed to outperform single-scale models such as the hidden Markov model (HMM).

The apparent cause of the success of the HMM is the property of simultaneously op-

timal parameters: it is possible to simultaneously adjust every parameter in an HMM

in order to optimize a global recognition performance metric (maximum likelihood,

maximum mutual information, or minimum classification error). Until the 1990s, the

HMM was the only large vocabulary speech recognition model with the characteristic

of simultaneously optimal parameters; therefore, psychologically realistic hierarchical

multiscale models were not competitive.

Current-generation automatic speech recognition (ASR) systems are based

on an architecture (HMMs) that is both time-consuming to train, and extremely

vulnerable to acoustic interference and variation in speaking style. The conventional

methods for enhancing ASR performance often require enormous amounts of data

Text in this chapter has previously been published in [1].
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collection and annotation, as well as extensive training on representative material.

This dependence on training materials shapes the entire fabric of ASR methodology

and makes it exceedingly difficult (and expensive) to introduce innovative concepts

into speech recognition. As a consequence, the pace of innovation and refinement is

considerably slower than it might otherwise be.

Current-generation ASR systems represent words as sequences of context-

dependent phonemes. In order to train acoustic models proficient in classifying phone-

mic units, vast amounts of training material are required. Even with such material,

state-of-the-art recognition systems generally misclassify 30-40% of the phonetic con-

stituents [13]. Performance improves only slightly when a word transcript is provided.

And yet, phonetic classification is critical for ASR performance; the word error rate

(WER) is highly correlated with phonetic classification error [14, 15]. Substantial

improvement of phonetic classification would likely yield a significant gain in ASR

performance. Moreover, if phonetic classification were extremely accurate and pro-

nunciation models in the lexicon precisely matched the phonetic classification data,

ASR performance would improve dramatically [16]. Unfortunately, ASR systems are

nowhere close to achieving such goals. An entirely different approach is required -

one that melds state-of-the-art phonetic classifiers with realistic pronunciation models

representative of the speaking styles and conditions associated with the recognition

task.

Early work in automatic speech recognition included relatively sophisticated

linguistic representations of phonology [17, 18], syntax [19, 20], and semantics [21]. By

contrast, it was often assumed that expert knowledge of acoustic phonetics could add

little to the knowledge automatically acquired by dynamic programming [22], finite

state automaton [23], or HMM [24] algorithm; the success of these algorithms was so

great that Klatt proposed a model of human speech perception based on frame-based

finite state automata [25]. It was frequently argued that the acoustic correlates of a

phoneme are so variable and context-dependent that context-independent phoneme

classification is impossible; thus, human speech perception must integrate a tremen-

dous amount of context for even simple phoneme perception tasks [26]. The possibility
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of achieving very low phoneme classification error rates with limited context was first

demonstrated in two quite different sets of experiments: spectrogram reading exper-

iments [27], and experiments with neural networks [28]. Later experiments with hy-

brid neural-network/HMM systems hinted at the strong correlation between phoneme

error rate and word error rate of an automatic speech recognizer [29, 30, 31, 32],

leading to a renewed engineering focus on the linguistic discipline of acoustic phonet-

ics [33, 34].

The “landmark-based speech recognition” approach described in this thesis

draws on ideas initially proposed by Stevens et al. [35, 36]. In 1992, Stevens and

his colleagues proposed a framework for automatic speech recognition based on his

theory of human speech perception [36]. The algorithm described by Stevens begins

with the detection of perceptually salient phonetic landmarks. These landmarks are

of different types, including obstruent and nasal closures and releases, glide extrema,

and the “steady state” center regions of vowels and syllabic consonants. Because

landmarks are of different types, the detection of a landmark also specifies the values

of distinctive features which define the landmark type. Stevens calls distinctive fea-

tures which define a landmark type “articulator-free features,” because they can be

implemented by any articulator; in his 2000 proposal, the articulator-free features are

[vowel, glide, consonant, sonorant, continuant, strident]. Using knowledge-based al-

gorithms, Liu was able to detect closure and release of [-sonorant] consonants with an

accuracy of approximately 95% [37, 38]. Liu detected closure and release of [+sono-

rant, -continuant] consonants (nasal consonants) with an accuracy of about 89%, and

Chen [39] was able to detect nasalization in vowels adjacent to 94% of all nasal con-

sonants. Howitt [40] used a multilayer perceptron to detect vowel landmarks with

93% accuracy. Espy-Wilson developed semivowel detectors with similarly high accu-

racy [41].

Glass and Zue [42] proposed the use of a simple spectral-change metric to

detect phoneme segment boundaries in the SUMMIT system, and Halberstadt and

Glass [43, 44] used the SUMMIT segment boundaries to anchor phoneme classification

in a landmark-based system. Both papers propose that the landmark detector should
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be allowed to generate a large number of false landmarks, in order to avoid the false

rejection of any true landmarks. In the system proposed by Halberstadt and Glass, a

lexical alignment program finds the best match between each sentence candidate and

the proposed list of landmarks. As a by-product of lexical alignment, the program

determines which landmarks are true segment-boundary landmarks, and which are

segment-internal landmarks.

Landmark-based and segment-based speech recognition methods have been

incorporated into hidden Markov models in a number of ways. Ostendorf et al.

described a large family of methods for modeling variability in the duration and

temporal sequencing of phonetic events; both segment-based and hidden Markov

models were shown to be special cases of the general family of methods [45]. Bilmes

et al. [46] used an HMM with models of phonetic auditory events (avents) separated

by phoneme-independent steady state models, and achieved a 1.2% word error rate

on the DIGITS+ database (ten digits plus “oh,” “no,” and “yes”). Word error rate

did not increase as much in noise as a standard speech recognizer; at 10 dB SNR,

word error rate was 8.1%. Omar, Hasegawa-Johnson, and Levinson created an HMM

with special observation probability density models of phoneme boundaries; stop

consonant recognition error rate was reduced by a factor of three, but overall phoneme

recognition error rate was unchanged because of degraded recognition performance

for vowels and glides [47]. The inappropriateness of standard MFCC features for a

landmark-based speech recognizer motivated Omar and Hasegawa-Johnson to develop

a generalized maximum likelihood nonlinear acoustic feature transformation for use

in mixture Gaussian HMMs [48, 49].

Niyogi and Ramesh trained radial basis function support vector machines

(RBF SVMs) to detect stop release segments in the TIMIT database [50, 51]. For

the same level of false acceptances (about 7%), the RBF stop detector incurred fewer

false stop rejections (21% vs. 30%) than an HMM phoneme recognizer. Niyogi and

Burges [51] have shown that the nonlinear discriminant functions g(~x) computed using

an RBF SVM have the property of imitating the perceptual magnet effect. Specif-

ically, the distance |g(~x1) − g(~x2)| decreases as vectors ~x1 and ~x2 are moved away
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from the g(~x) = 0 separatrix. Equivalently, the sensitivity |∇g(~x)| is a monotonically

decreasing function of |g(~x)|. In the few cases that we have carefully observed, g(~x) as

learned by an RBF SVM, tends to resemble an arctangent nonlinearity along the di-

rection orthogonal to the separatrix, and therefore, we can specify that the perceptual

magnet effect learned by an RBF SVM seems to resemble the following form:

|∇g(~x)| ∼ 1 − g2(~x) (1.1)

Juneja and Espy-Wilson combined the approaches of Stevens et al. and of

Niyogi et al. in order to create an automatic speech recognition algorithm that

combines SVM-based landmark detectors with a dynamic programming algorithm

for the temporal alignment and classification of phoneme boundaries [52, 53, 54, 55].

SVM-based landmark detectors were trained for onsets and offsets of the distinctive

features [silence] (94% recognition accuracy), [syllabic] (79% accuracy), [sonorant]

(93%), and [continuant] (94%). Six-manner-class recognition accuracy on TIMIT

was 80%, using a total of 160 trainable parameters.

All results listed above were obtained using clean speech recorded with a 16

kHz sampling frequency. In 2004, Hasegawa-Johnson et al. [1, 56] developed SVMs

for landmark detection and classification in telephone speech; SVM discriminant out-

puts were observed by distinctive-feature-based lexical access systems based on either

maximum entropy or dynamic Bayesian network probability models. The goal of this

thesis is to report substantial improvement in the accuracy and computational com-

plexity of the SVMs in [1], as well as their integration with an HMM back end. Part

of this work has previously been reported in [57].
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CHAPTER 2

BACKGROUND

2.1 Support Vector Machines

2.1.1 Problem formulation

We are given two sets of data. The members in each set are represented in

pairs (~xi, yi), where ~xi is a vector of predetermined features, yi = −1 or 1 is the class

label, and there are i = 1 . . . N members in the universe D. The distribution of the

data, P (~x, y), is unknown. The vector ~xi contains d elements.

We wish to find an optimal separatrix, g(~x) = ~w · ~x + b, such that h(~x) =

sign (g(~x)) = y. We define the optimal separatrix as the hyperplane with the Vapnik-

Chervonenkis (VC) dimension dV C that minimizes the expected risk R(~w, b). The VC

dimension of a hyperplane is the logarithm of the maximum number of points in a

training set that can be shattered by that hyperplane. Since there are N points with

binary labels in the training set, it follows that there are at most 2N different ways

to label the dataset. The number of points shattered by g(~x) is the number of points

correctly classified by g(~x) for a given labeling permutation.

The expected risk is written as

R(~w, b) =
1

2

∫ ∫

|y − g(~x)|p(~x, y)∂~x∂y (2.1)

Because the expected risk depends on the probability density p(~x, y), it is impossible

to minimize this equation without prior knowledge of the distribution of the data.

Text in this chapter has been previously published in [1] and [57].
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Figure 2.1 The ideal loss function (red) is discontinuous at 0 and is replaced with
the “hinge” loss (blue) by the SVM.

Since this knowledge is usually not available, it is easier to bound R(~w, b) with the

empirical risk Remp(w, b,D) and a generalization bound G(H,N), and minimize the

right-hand side of the following inequality:

R(~w, b) ≤ Remp(~w, b,D) + G(H,N) (2.2)

The set H contains a given class of mapping functions with adjustable parameters.

The empirical risk is defined as

Remp(~w, b,D) =
1

N

N
∑

i=1

u(−yi(~w · ~xi + b)) (2.3)

where u(·) is the “unit step” function. The unit-step function is shown in Figure

2.1 and is called the loss ℓ. Note that the unit step function is discontinuous at 0.

Gradient-based optimization methods are not guaranteed to converge over discontin-

uous functions so the actual loss is approximated with a “hinge” loss ℓh, where

ℓh = max(0, z + 1) (2.4)

The hinge loss function is shown in Figure 2.1. The use of ℓh instead of ℓ creates a

“margin” around the line g(~x) = 0. Any member of D that lies between the lines

|~w · ~xi + b| = 1 is called a partial error. The width of the margin is 2
‖~w‖

.

How can we train a classifier using partial errors? One thing to do would

be to say that all partial errors are “correct.” Classifiers that use this philosophy
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are called “gap-tolerant” classifiers. Another approach would be to treat all partial

errors as if they were true errors. Classifiers that make this assertion are said to be

“gap-intolerant.”

Recall that we wish to minimize the right-hand side of Equation (2.2). The

mapping functions in H are determined by whether a gap-tolerant or gap-intolerant

approach is used. These two different kinds of mapping functions will be referred to

as H1 and H2, respectively. The functions in H1 are equivalent to classifiers with d-

dimensional hyperplanes. Members in the set H2 depend on the ratio of R, the radius

of a sphere that encircles the data, to the width of the space between the margins.

With probability 1 − ε, the generalization error can be written as

G(H,N) ≤
log(1

ε
)

N
× dV C(H) (2.5)

=
log(1

ε
)

N
× min(d,

2

‖~w‖
)

For SVMs, we must have dV C ≥ R2

2

‖~w‖

.

The SVM problem formulation is depicted in Figure 2.2.

2.1.2 Optimization

To solve the SVM problem, we must solve the primal Lagrangian

Lp = min
~w,b

1

2
‖~w‖2

2 + C
∑

i

ξi −
∑

i

αi(yi(~w · ~xi + b − 1 + ξi)) −
∑

i

µiξi (2.6)

subject to

αi(yi(~w · ~xi + b − 1 + ξi)) = 0 (2.7)

µiξi = 0 (2.8)

where αi and µi are Lagrange multipliers. The quantity ξi is called the error distance.

The error distance is defined as the distance of a point from its corresponding class-

margin boundary, i.e., the boundary a point must cross to become an error.

The constraints in Equations (2.7) and (2.8) are part of the Karush-Kuhn-

Tucker (KKT) conditions. The KKT conditions are necessary and sufficient for ~w, b,
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Figure 2.2 The SVM finds the optimal separating hyperplane by minimizing the
ratio of R, the radius of a data-encircling sphere, to ‖ 2

~w
‖, the width between the

separating margins. Tokens located between the margins are called “partial” errors
and are located at a distance of ξi away from its corresponding class margin.

and ~α to be a solution to the SVM problem. In fact, solving the KKT conditions is

equivalent to solving the SVM problem! Maximizing Equation (2.6) gives

∑

i

αiyi~xi = ~w (2.9)

∑

i

αiyi = 0 (2.10)

C − αi − µi = 0 (2.11)

~w · ~xi + b − 1 + ξi ≥ 0 (2.12)

αi ≥ 0 (2.13)

µi ≥ 0 (2.14)

ξi ≥ 0 (2.15)

It is worth making a few observations about what the KKT conditions imply

about the Lagrange multipliers and the error distance. When ~xi is an error, then

ξi > 0 by definition. Therefore, µi must be zero-valued to satisfy the condition in

Equation (2.8). Equation (2.11) then requires that αi = C. If ~xi has been labeled

9



Table 2.1 A summary of error distance values and the Lagrange multiplication co-
efficient values for the three different possible classifications of ~xi, correctly labeled,
located on the margin, or incorrectly labeled. Tokens on the margin are technically
errors according to the derivation in Section 2.1.1.

ξi αi µi

Correctly labeled = 0 = 0 = C

On the margin = 0 > 0 > 0
Error > 0 = C = 0

correctly, then ξi = 0. Because Equation (2.7) tells us that αi = 0 for any correctly

labeled point, then it follows from Equation (2.8) that µi = C. If ~xi is actually

located on the margin, then its distance from the margin is still zero. In this case,

both αi > 0 and µi > 0. Table 2.1 summarizes these results.

Because both the objective function and its constraints are convex, this quadratic

programming problem is also a convex optimization problem. To solve Lp, we must

simultaneously minimize over ~w and b while requiring that all derivatives with respect

to the αi’s and the µi’s are equal to zero. However, because we know our optimiza-

tion problem is convex, we can solve the dual problem by maximizing Lp over αi

and µi, and requiring that all derivatives with respect to ~w and b are equal to zero.

Note that in the primal problem given by Equation (2.6), µi ultimately disappears

from the SVM dual problem formulation because of the constraint in Equation (2.8).

Therefore, we can ignore µi and optimize only over αi.

Using the KKT conditions, the dual problem Ld is found to be

Ld = max
αi

∑

i

αi −
1

2

∑

i,j

αiαjyyyj~xi · ~xj (2.16)

= max
~α

~α · ~e −
1

2
~α′Q~α (2.17)

where ~e is a vector of 1’s and Q is a Gram matrix. The element of Q in the ith row

and the jth column, qi,j, is yiyj~xi · ~xj.

Suppose, in the hopes of increasing the accuracy of our dichotomizer, we wish

to divide the data using a nonlinear discriminant function. We can do so by first

substituting Equation (2.9) into g(~x) to get

g(~x) =
∑

j

αjyj~xj · ~x (2.18)
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Table 2.2 The four required properties a metric must satisfy. The vectors ~a, ~b, and
~c are arbitrary.

Nonnegative d(~a,~b) ≥ 0
Reflex d(~a,~a) = 0

Symmetric d(~a,~b) = d(~b,~a)

Triangle Inequality d(~a,~b) + d(~a,~c) ≤ d(~b,~c)

Equation (2.18) shows us that g(~x) ultimately depends on only the dot product be-

tween a vector ~x and ~xj. Ld also depends on dot products - the dot products between

the vector ~xi and ~xj. Any function that has the form

d(~xi, ~xj) = K(~xi, ~xi) + K(~xj, ~xj) − 2K(~xi, ~xj) (2.19)

and satisfies the properties listed in Table 2.2 is a metric, and the function K(·, ·) is

called the kernel function. The kernel function can be decomposed into the product

K(~xi, ~xj) = Φ(~xi)
′Φ(~xj) (2.20)

where Φ(·) is an implicit projection into another feature space.

The properties of a dot product allow us to let g(~x) and Ld depend on the

product in Equation (2.20). The equations for g(~x) and Ld can be rewritten as

g(Φ(~x)) =
∑

j

αjyjK(~xj, ~x) + b (2.21)

Ld = ~α · ~e −
1

2
~α′Q̃~α (2.22)

The q̃i,j’s are now yiyjK(~xi, ~xj). It is useful that Equations (2.21) and (2.22) depend

only on K(~xi, ~xj) because it means we do not need to estimate Φ(·) directly. Direct

estimation of Φ(·) can be difficult and Φ(·) may be infinite dimensional.

In addition to the linear kernel, which we used in the above derivation, there

are three other commonly used kernels. They are the radial basis function

KRBF (~xi, ~xj) = αiyi exp−γ|~xi−~xj |
2

(2.23)

the polynomial kernel

Kpoly(~xi, ~xj) = (~xi · ~xj + 1)P (2.24)
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and the hyperbolic tangent

Ktanh(~xi, ~xj) = tanh(κ~xi · ~xj − δ) (2.25)

where γ, P , κ, and δ are predetermined parameters of their respective kernels.

Recall that when the optimal solution to Ld is found, some data tokens will

have αi 6= 0. Such tokens can only be either errors or located on the margin (Table

2.1). Such tokens are called “support vectors.”

2.1.3 Implementation

The convexity of the SVM objective function makes it an ideal candidate to be

solved with standard quadratic programming (QP) methods. However, SVM training

is computationally expensive. Some alternative quadratic programming methods have

been derived and implemented in SVM software packages such as LibSVM [58] and

SVMLight [59].

LibSVM uses a modified version of the sequential minimal optimization (SMO)

algorithm developed by Platt [60]. SMO solves the smallest possible QP problem

during every iteration until the stopping criteria are met. In general, the smallest

possible QP SVM-problem has two tokens. This is due to the linear equality con-

straints obeyed by the Lagrange multipliers. SMO chooses which set of tokens to

optimize over (referred to as the working set) by selecting the maximal violating pair

(MVP), the set of tokens that maximally violate the KKT conditions. LibSVM finds

the working set using MVP selection methods described in [61]. SVMLight uses a

similar SMO-like training algorithm, but the working set consists of q tokens instead

of two, where q < N .

In addition to the basic SMO training algorithm, the current version of SVMLight

implements additional algorithms to assess SVM generalization, train transductive

SVMs, and learn ranking functions.

The ξα algorithm [62] is one algorithm used by SVMLight that can be used to

obtain a biased measure of the generalization performance. The algorithm assumes

that any token that satisfies the inequality ραiR
2 + ξi ≥ 1 is an error. The total error

12



is d
N

, where d is the number of tokens that satisfy the inequality. The parameter R

is related to the kernel type and the value of ρ may be task dependent. For example,

ρ = 1 provides a better generalization error estimate than ρ = 2 for the task of text

classification.

SVMLight also uses a second algorithm that provides a fairly unbiased estimate

of the generalization error. In [63], the ξα algorithm is adapted to estimate the

generalization error using a leave-one-out error estimate. The algorithm assumes the

data are processed in batches and that the data change over time.

Algorithms also exist to reduce the generalization error. Hastie et al. [64]

propose finding the optimal error weight and kernel parameters by examining every

possible regularization path by reformulating the SVM problem in terms of a loss-

penalty formulation. Their proposed method fixes all variable parameters and finds

the set of support vectors that minimizes the error for those parameters. In contrast

to this guess and check method proposed by Hastie et al., Keerthi [65] proposes

estimating the parameters from the Radius-Margin bound f(~w) = 1
N

R2‖~w‖ using

gradient methods.

Burges and Schölkopf [66] propose the use of virtual support vectors (VSVs)

to reduce generalization error. VSVs exploit the fact that vectors in the training set

are ignored (αi = 0) if they are not chosen to be support vectors (αi > 0). If all

other vectors are removed from the training set and the SVM is retrained on only the

support vectors (with ξi fixed), then the solution will be the same. VSVs take this

concept a step further by generating “virtual” training examples based on estimated

properties from the original training set. Handwritten digit classification experiments

preformed in [66] confirm that VSVs do decrease the generalization error; however,

they also dramatically increase the number of support vectors in the solution for large

data sets.

An increased number of vectors in the supporting set increases the time it

takes to process any test data. Burges and Schölkopf [66, 67] counter this adverse

increase with a reduced set (RS) method. Recall from Section 2.1.2 that the normal

vector ~w can be written
∑N

i=1 αiyiΦ(~xi). The vector ~w can be equivalently defined as
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∑M
j=1 σjΨ(~zj). The set Z = ~z1, ~z2, . . . , ~zM is defined as the reduced set with M < N

and can be found directly if so desired; however, gradient methods tend to provide

more powerful and flexible solutions. In [67], experiments showed that the number of

support vectors in a machine with a polynomial kernel can be reduced by a factor of

10 without a significant increase in the number of errors. The results in [66] confirm

this and imply that the number of support vectors needed to maintain generalization

accuracy can be decreased even further.

2.2 Speech Perception and Landmarks

In 1952, Jakobson, Fant and Halle suggested encoding each phoneme as a

vector of binary “distinctive features”: voiced vs. unvoiced, lowpass vs. highpass,

spectrally compact vs. spectrally diffuse, etc. [68]. The idea that a phoneme can be

decomposed into independently manipulable dimensions is quite old: classical Greek,

Hebrew, Arabic, and Japanese, for example, mark secondary distinctions such as

vowel length and consonant gemination (Arabic), voicing (Japanese), and syllable-

initial aspiration or glottalization (classical Greek) by means of diacritics. The Hangul

writing system, published by King Sejong of Korea in 1446 [69], independently en-

codes the place, manner, and voicing of every consonant: each consonant is composed

of a fundamental symbol encoding place (labial, dental, alveolar, velar, or pharyn-

geal), modified by diacritics encoding manner and voicing. In 1876, the phonetician

Alexander Bell proposed an international phonetic alphabet, capable of representing

any place or manner distinction specified by any of the world’s languages [70]. Bell’s

initial notation was based on a symbol encoding the place of the consonant, annotated

by diacritics encoding manner and voicing, much like the Hangul system; because of

the high cost of typesetting Bell’s symbols, his notation was eventually replaced by an

international consensus system called the International Phonetic Alphabet (IPA) [71].

Given the very long history of place-manner notation, the binary distinctive feature

notation of Jakobson, Fant, and Halle was significant primarily for two reasons. First,

their notation was the first to declare that all phonemic distinctions can be encoded in
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a binary notation, as opposed to the N-ary place and manner distinctions proposed by

Sejong and Bell. Second, their notation was important in part because, within three

years after Jakobson’s paper, Miller and Nicely were able to prove the psychological

reality of a nearly binary distinctive feature notation similar to Jakobson’s [2].

Miller and Nicely [2] asked listeners to transcribe noisy recordings of consonant-

vowel syllables. Miller and Nicely compiled their results into confusion matrices, in

which element (i, j) of the matrix shows the number of times that phoneme i was mis-

recognized as phone j. They found that human listeners rarely misidentified nonsense

syllables under quiet listening conditions, but with enough noise, it is possible to get

listeners to make mistakes, and the mistakes they make are revealing. First, some

distinctive features are more susceptible to noise than others: place of articulation is

reliably communicated only at SNR above -6 dB, while sonorancy is reliably commu-

nicated even at -12 dB SNR. Second, errors in the perception of distinctive features

are approximately independent, in the following sense: given that the true values of

the N distinctive features are F = [f1, . . . , fN ]T , the SNR-dependent probability that

a listener will perceive the vector F̂ = [f̂1, . . . , f̂N ]T is given by

p(F̂ |F, SNR) ≈
N
∏

i=1

p(f̂i|fi, SNR) (2.26)

Equation (2.26) does not specify the dependence of distinctive feature errors

on any particular acoustic signal. Several authors have suggested an implementation

of Equation (2.26) that makes signal-dependence explicit in the following way, where

X is the particular acoustic signal used to transmit feature vector F :

p(F̂ |X) =
N
∏

i=1

p(f̂i|X) (2.27)

Equation (2.27) is motivated by training considerations. Each feature has two possi-

ble settings (fi = 1 and fi = −1), so the feature vector F has 2N possible settings.

A classifier trained to represent p(F̂ |X) must distinguish 2N different labels, while a

classifier trained to represent p(f̂i|X) only distinguishes two labels; the former there-

fore typically requires 2N−1 times as much training data as the latter. Unfortunately,

Equation (2.27) is incorrect in three ways. First, it is neither a necessary nor sufficient
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condition for Equation (2.26). Second, it is suboptimal as an engineering system: a

classifier trained to model p(F̂ |X) directly, without factoring as shown in Equation

(2.27), usually results in fewer errors than a bank of classifiers trained as in Equation

(2.27). Third, it is not a correct model of human speech perception. Volaitis and

Miller [72], for example, have demonstrated that a voice onset time (VOT) of 40 ms

is sufficient to turn a synthesized /b/ into /p/, but that /g/ only becomes /k/ when

the VOT passes 50 ms, i.e., p(voiced|X, labial) 6= p(voiced|X, palatal).

A somewhat better approximation of Equation (2.26) may be created by as-

suming that the perceived feature vector F̂ is a deterministic function of the signal

X; that is, assume that any given listener will always hear the same sequence of

phonemes in response to a given acoustic signal. Specifically, choose any continuous

function G(X) = [g1(X), . . . , gN(X)]T that specifies the response pattern of listeners

by the constraint f̂i = sgn(gi(X)). If G(X) is assumed to be a deterministic function,

then Equation (2.26) is equivalent to

p(F̂ |F, SNR) ≈
N
∏

i=1

∫

f̂igi(X)>0
p(X|fi, SNR)dX (2.28)

The function G(X) is, thus far, completely unconstrained, except that f̂i = sgn(gi(X))

and Equation (2.28) holds. Given these constraints, it is possible to choose G(X) such

that the dimensions of G(X) are conditionally independent, i.e.,
∫

f̂igi(X)>0
p(X|fi, SNR)dX =

∫ ∞

0
p(gi(X)|fi, SNR)dgi (2.29)

where the limits of the right-hand integral are (0,∞) as shown if f̂i = 1, and (−∞, 0)

if f̂i = −1.

By combining Equations (2.28) and (2.29), a parsimonious speech sound clas-

sifier is produced. The classifier consists of two functions: a class-independent multi-

dimensional transform G(X), and a set of class-dependent scalar PDFs p̂(gi(X)|fi).

The task of a human learner, or of a mathematical model of human speech perception,

is to learn functions G(X) and p̂(gi(X)|fi) that optimally approximate the unknown

PDF p(X,F ).

Equation (2.29) suggests that the problem of speech sound classification is re-

ally, in some sense, a problem of acoustic-to-perceptual speech sound transformation.
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But what is the transformation? Is it linear, or nonlinear? Is it learned or innate?

Again, the answers to both questions are provided by the speech perception literature.

The ability of listeners to discriminate two nearly identical synthesized speech

waveforms (e.g., identical except for a 50 Hz difference in the second formant) is

highest if the two waveforms straddle a phoneme boundary (e.g., if one waveform is

classified as /iy/ while the other is classified as /ih/). Kuhl et al. [73] have demon-

strated that the phoneme boundary does not need to lie between the two waveforms

in order to increase their discriminability: two waveforms that are both classified

as /iy/, but that are both close to the /iy/-/ih/ boundary, are more discriminable

than are two waveforms that are both close to the center of the /i/ region in acous-

tic space. They explain their results by positing a continuous-valued “perceptual

space” computed by the listener as a nonlinear transformation of the acoustic space,

G(X) = [g1(X), . . . , gN(X)], such that the magnitude of the Jacobian of the trans-

form is smaller near the center of a phoneme region than it is near the border between

phoneme regions [74]. These variations in the value of the Jacobian they term the

“perceptual magnet effect.” The proposed perceptual space G(X) is controversial,

but continues to serve as an organizing paradigm for new experiments, e.g., [75].

Listeners do not need to hear all of the acoustic evidence for a distinctive fea-

ture in order to correctly recognize the feature setting. Phoneticians have catalogued a

handful of primary acoustic correlates (characteristic spectrotemporal patterns) that

may be used to signal the setting of each distinctive feature. A signal synthesized

with any one of these acoustic correlates will be heard to have the target distinctive

feature. Consider, for example, the word “backed.” This word contains three stop

consonants; because of their relative positions in the word, the places of articulation

of these three stops are communicated by three very different types of acoustic infor-

mation. The place of the final /d/ is communicated by a turbulent burst spectrum.

The place of the /k/ is communicated by formant transitions during the last 70 ms

of the vowel. The place of the initial /b/ is communicated by both a turbulent burst

and by formant transitions during the first 70 ms of the vowel, but experiments with

synthetic speech [76] and digitally modified natural speech [77] have shown that ei-
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ther of these cues may be excised without impairing listeners’ ability to understand

the stop. The closure transition, burst spectrum, and release transition of a stop are

thus redundant acoustic correlates; unambiguous presence of any one of these three

acoustic patterns is enough to force listeners to hear the desired distinctive feature.

The redundancy principle operates under at least two circumstances. First,

one or more acoustic correlates may be missing because of syllable position, as in the

example word “backed.” Second, one or more acoustic correlates may be inaudible

because of noise. When all acoustic correlates are masked by noise, listeners forced to

guess the identity of a stop will choose a place of articulation at random. When the

noise is lowered sufficiently to unmask either the burst peak or the formant transition,

recognition accuracy rapidly approaches 100% [78].

The three sample acoustic correlates discussed above—closure transition, burst

spectrum, and release transition—share an important characteristic. All three can

only be correctly recognized using a signal representation precisely synchronized with

an acoustic-phonetic “landmark”: an instant of sudden signal change, e.g., a con-

sonant closure or consonant release. The mammalian auditory system is uniquely

sensitive to sudden onsets and sudden offsets of signal energy [79, 80]. Stevens [35]

and Stevens et al. [36] have proposed a “landmark-based” model of speech percep-

tion and recognition, according to which acoustic phonetic landmarks proposed by a

preprocessor are then classified by a set of distinctive feature classifiers. Redundancy

of asynchronous acoustic observations occurs because landmarks are only classified

if they are first detected by the preprocessor; thus, if X1 is a sequence of spectra

covering a 140 ms period centered at the instant of stop closure, X2 is a sequence of

spectra centered at the stop release, and X = [X1, X2] is their union, then

p(X|F ) =



























p(X1|F ) if only closure exists

p(X2|F ) if only release exists

p(X1|F )p(X2|F ) if both exist

(2.30)

Humans and machines recognize consonants on the basis of acoustic cues

present just after consonant release, and just before consonant closure; acoustic spec-

tra during the closure interval itself provide little phonetic information [81]. Stevens
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et al. have proposed [36] that consonant closures and releases, as well as syllable peaks

and dips, compose a series of “acoustic landmarks” around which human and auto-

matic speech recognition may be organized. Detection of these landmarks provides

two sets of cues to a human or automatic speech recognizer: (1) detected manner-

change landmarks specify the manner of articulation (stop, nasal, fricative, glide,

vowel) of the phonemes, and (2) manner-change landmarks can be used to synchro-

nize classifiers that seek to identify place and voicing.

Stevens proposed four types of landmarks: consonant releases (release of a

nasal, stop, or fricative consonant into a vowel or glide), consonant closures, syllable

nuclei, and intersyllabic energy dips. The four landmarks proposed by Stevens can

be interpreted as the four synchronization points in a typical syllable: the onset, the

nucleus, the offset, and the dip. A number of speech perception and neurological

studies have shown that syllable counting is a perceptual skill that is distinct from

and perhaps a necessary prerequisite for speech perception. Siok et al. demonstrated,

using fMRI, that syllable counting and phoneme recognition are performed using

different brain regions [82]. Jusczyk et al. [6] have shown that, within the first 24 hours

of life, infants are capable of discriminating their native language from other languages

on the basis of syllabic prosody, apparently because they have learned the prosody

of their native language while still in the womb. By about 6-8 months of age, infants

begin to segment and recognize individual words in their native language, but only

if the words are produced using characteristic prosody (trochaic for English, iambic

for French); by 10 months of age, infants become capable of segmenting words using

other cues such as phonotactics [5]. Finally, there is some evidence that human speech

perception may employ a coarse-to-fine recognition algorithm, in which mistakes in

syllable-counting sometimes preclude correct recognition of the fine phonetic detail.

Warren et al. have demonstrated a “vowel sequence illusion” suggesting that listeners

are unable to correctly recognize the phonemes in an utterance unless they are also

able to correctly syllabify the utterance [83]. Steady-state vowels, spliced together

into a repeating sequence, are easily recognized if each vowel segment is long enough

to be a naturally spoken syllable. If the vowel segments are too short to be natural
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syllables (e.g., 70 ms), listeners fail to hear the correct vowels. Instead, listeners

hear the signal as a recording of two talkers speaking simultaneously, each talking at

a plausible English syllable rate, with phoneme content suggesting that listeners are

attributing energy in the high band (above 1500 Hz) to one talker, and are attributing

energy in the low band (below 1500 Hz) to the second talker.

2.3 Distinctive Features

Distinctive features [84] allow for an economical way of classifying phone seg-

ments and also allow for a better understanding of allophonic variation. Each phone

can be classified by a unique set of binary valued (either positive (+) or negative (-))

distinctive features. There are two categories of distinctive features, articulator free

and articulator bound.

An articulator free (manner) feature is a parameter of phonological structure

that encodes a perceptually salient aspect of speech production. The five manner

features we are primarily concerned with are [silence, continuant, sonorant, syllabic,

consonantal]. The feature [silence] specfies whether a sound was created by the human

vocal apparatus ([-silence]) or whether it is silence or other ambient noise ([+silence]).

[Continuant] describes the airflow through the oral cavity. A phone that is [+con-

tinuant] is made with air flowing through the mouth. [Sonorant] determines how

resonant a phone is. [+Sonorant] denotes loud, continuous voicing. A [-sonorant]

sound is produced with an oral obstruction that raises the air pressure in the vocal

tract, impeding vocal fold vibration. [+Syllabic] sounds are those that can occur in

the nucleus of a syllable. [Consonantal] determines if there is a narrow constriction

in the oral cavity ([+consonantal]). Manner features allow phones to be grouped

into broad class categories such as vowels, glides, nasals, stops, fricatives, and others.

Table 2.3 lists the value of the manner features for each phonetic class considered in

experiments described in Chapter 4.

An articulator bound (place) feature is a parameter that describes a physical,

articulator-dependent aspect of human speech production. Place features that can
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Table 2.3 Every phonetic category (listed in column 1) can be described in terms
of a set of binary (+ or -) valued manner features. A blank space indicates that a
manner feature is undefined for a given class of sounds.

Silence Continuant Sonorant Syllabic Consonantal

Nonspeech +
Flap - - + + +
Fricatives - + - - +
Liquids - + + - -
Nasals - - + - +
Closures - - - - +
Releases - + + - +
Syllabic Liquids - + + + -
Syllabic Nasals - - + + +
Vowels - + + + -

be sensibly defined for a phone are manner dependent; i.e., (most) different manner

classes will have different place features.

Nasals ([+sonorant, -continuant]) can be characterized by the features [alveo-

lar, labial, palatal]. [Alveolar] sounds are those that are made by pressing the tongue

blade to the back of the alveolar ridge, as in the nasal /n/. [Labial] sounds are

created by pressing the lips together. The sound /m/ is the labial nasal. Finally,

[palatal] sounds are made by pressing the tongue body to the hard or soft palate.

Many languages distinguish between hard palate and soft palate constrictions, calling

the latter “velar.” English /ng/,/g/, and /k/ constrictions may be produced in either

place. The palatal nasal is /ng/.

Syllabic nasals are nasals that occur in the nucleus of a syllable, just as a vowel

normally does. Syllabic nasals are defined by the same place features as nasals. The

/en/ sound at the end of the word “button” is a syllabic nasal. The other syllabic

nasals are /em/ and /eng/.

Like nasals, stop closures and stop releases ([-sonorant, -continuant] and [-

sonorant,+continuant], respectively) are also characterized by the features [alveolar]

(/tcl/, /dcl/, /t/, /d/), [labial] (/pcl/, /bcl/, /p/, /b/), [palatal] (/kcl/, /gcl/, /k/,

/g/). In addition, stop closures and releases are also classified by the feature [voice].

Voiced sounds ([+voice]) are those that are made with the vibration of the vocal folds.
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The sounds /p/, /t/, and /k/ are the unvoiced stop releases whereas /b/, /d/, and

/g/ are the voiced stop releases. Unvoiced and voice stop releases are preceded by

unvoiced and voiced closures, respectively. The unvoiced closures are /pcl/, /tcl/,

and /kcl/. The voiced closures are /bcl/, /dcl/, and /gcl/. Stop closures and stop

releases will be referred to as closures and releases, respectively.

There is some uncertainty as to how to deal with closures. Closures are pro-

duced by completely obstructing the oral and nasal cavities and some researchers,

such as Juneja [55], consider the stop closure to be in the class of sounds that would

fall into the [+silence] category. However, the vocal tract is a lossy system and audible

sounds can sometimes radiate through the throat and face during the production of

the closure. Therefore, the experiments reported in this thesis make the distinction

between the stop closure and silence.

Fricatives ([-sonorant, +continuant]) can be described by the features [anterior,

dental, labial, strident, voice]. [Anterior] fricatives are created with a constriction

anterior to the alveolar ridge, such as /s/ or /th/. A phone with the feature [+dental]

is realized by pressing the tongue against teeth. The phone /th/ is an example of a

dental fricative. [Strident] fricatives are those that have an obstacle placed in front of

the constriction in the vocal tract, thereby increasing the amplitude of the turbulent

noise, as in the phone /z/. An example of a labial fricative is the sound /f/ and an

example of a voiced fricative would be the sound /zh/.

The glides ([+continuant,+sonorant]) /w/, and /y/, and the liquids ([+contin-

uant, +sonorant]) /r/ and /l/, are unique in that each is articulated with a different

region of the oral cavity. Their place features are [+labial], [+palatal], [+rhotic], and

[+lateral], respectively. Liquids and glides have similar acoustic characteristics; the

difference between the two kinds of sounds is that liquids can be substituted for vowels

in the nucleus of a syllable and glides can form diphthongs. We differentiate between

liquids that occur in the nucleus of a syllable and those that do not by referring to

the former as syllabic liquids. An example of a syllabic liquid is the /er/ sound in

the word “bird.” The other syllabic liquid is /el/. Because we make an explicit dis-

tinction between syllabic and nonsyllabic liquids, the nonsyllabic liquids and glides
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are collectively referred to as liquids unless otherwise specified. The sound /h/ is

sometimes considered to be a glottal fricative by linguists because its production is

similar in nature to fricative sounds; however, the acoustic characteristics of /h/ are

more similar to the acoustic characteristics of liquids than they are to the acoustic

characteristics of the fricatives. We therefore consider /h/ to be a liquid. Despite

its acoustic similarity to other liquid sounds, /h/ can neither be syllabic nor form

diphthongs in English. The sound /h/ is defined by the feature [+glottal].

English flaps are made by quickly tapping the tongue against the alveolar

ridge. There are three flaps in English. One is the sound /dx/ in the word “butter.”

The nasal flap /nx/ occurs in words such as “banner.” Some English speakers also

flap the rhotic sound in words such as “three.” The rhotic flap is not considered in

this work and is merged with the phone /r/. The flaps are [-continuant, +sonorant].

Vowels ([+continuant, +sonorant]) are defined by the features [advanced tongue

root (ATR), constricted pharynx (CP), front, high, low, reduced, round, tense]. The

features [front, low, high] describe the tongue body position during production of

the vowel. A vowel with the feature [+ATR] is produced with a widened pharynx

(/ey/ vs. /ih/). The sound /ae/ is produced with the pharynx constricted ([+CP]),

whereas the vowel /ah/ is not ([-CP]). [Round] denotes lip rounding during vowel

production. The vowel /uw/ is made with the lips rounded and is therefore consid-

ered to be [+round]. [Tense] vowels, like /aa/, are usually longer in duration, have

a higher pitch and higher tongue position than lax ([-tense]) vowels, such as /uh/.

Vowels that are [reduced] are generally unstressed, such as the schwa /ax/.

Diphthongs, or vowels merged with glides, are separated into their phonetic

components. The diphthongs of English are /oy/ as in the word “boy,” /ay/ as in the

word “eye,” and /aw/ as in the word “house.” The diphthongs /oy/ and /ay/ can be

divided into the vowel-glide pairs /ow/ and /y/ and /aa/ and /y/, respectively. The

/aw/ sound can be decomposed into the phones /ae/ and /w/.

The place features for vowels are listed in Table 2.4. Consonant place features

are given in Table 2.5. Syllabic and nonsyllabic liquids are listed in Table 2.6.
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Table 2.4 The vowels in the dataset and their place feature values. A blank space
indicates that the place feature is undefined for a given phone.

ATR CP Front High Low Reduced Round Tense
aa + - - + - - +
ae + + - + - - +
ah - - - + - - -
ao + - - + - + +
ax - +
ax-h - +
eh - + - + - - -
ey + + - - - - +
ih - + - - - - -
ix + +
iy + + + - - - +
ow + - - - - + +
uh - - - - - + -
uw + - + - - + +
ux + + + - - + +
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Table 2.5 The consonants in the dataset and their place feature values. A blank
space indicates that a feature is undefined for a given phone.

Dental Labial Anterior Alveolar Palatal Nasal Strident Voice
pcl + - - -
tcl - + - -
kcl - - + -
bcl + - - +
dcl - + - +
gcl - - + +
p + - - -
t - + - -
k - - + -
b + - - +
d - + - +
g - - + +
f + - -
v + - +
th + - + - -
dh + - + - +
s - - + + -
z - - + + +
sh - - - + -
zh - - - + +
ch - - - + -
jh - - - + -
m + - - + +
n - + - + +
nx - + - + +
ng - - + + +
em + - - + +
en - + - + +
eng - - + + +
dx - + - -

Table 2.6 The liquids in the dataset and their place feature values.
glottal lateral rhotic palatal labial

h + - - - -
l - + - - -
el - + - - -
r - - + - -
axr - - + - -
er - - + - -
w - - - + -
y - - - - +
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CHAPTER 3

RELATED WORK

The power of artificial neural networks (ANNs) and SVMs is in their ability

to learn complex nonlinear functions and achieve good generalization performance on

unseen data. Neural networks are mentioned here in addition to SVMs because any

neural network has an equivalent SVM formulation [85]. Both pattern classifiers have

successfully been applied to speech.

3.1 Distinctive Feature Recognition

Many researchers have had success detecting various kinds of distinctive fea-

tures using a variety of methods.

Esposito et al. [86] used time delay neural networks (TDNNs) to classify the

place and voicing of stop consonants from the TIMIT corpus. The TDNNs were able

to achieve >90% accuracy for every stop consonant with the exception of /p/ which

was only classified correctly 80% of the time.

Niyogi et al. [87] compared the ability of linear and nonlinear SVMs and an

HMM to detect stop consonants in continuous speech on the TIMIT corpus. The

SVM input features were the log of the total signal energy, the log of the signal

energy above 3 kHz, and spectral flatness. These acoustic features were calculated

every millisecond. The HMM used MFCCs as its input features. ROC diagrams in

[87] show that SVMs appear to be more suited to the task of stop detection than

HMMs. Nonlinear SVMs outperform linear SVMs.
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In [51] Niyogi and Burges determine what factors allow linear and nonlinear

SVMs to excel at stop detection. The authors discuss how lower values of C (see

Section 2.1.1) emphasizes model complexity whereas a larger C value places more

emphasis on the training errors. The normalization of the SVM discriminant func-

tion is discussed for probability density estimation in lower dimensional spaces. The

behavior of nonlinear kernels is likened to the perceptual magnet effect.

Ali et al. [88] built a system to classify fricatives from the TIMIT corpus. The

system can distinguish between voiced and unvoiced fricatives with 95% accuracy.

The distinction between silibant and nonsilibant fricatives can be made with 94%

accuracy. Palatal fricatives are distinguished from nonpalatal fricatives with 99%

accuracy. The three-way distinction between alveolar, dental and palatal fricatives

can be made with 97% accuracy. Overall, the system can classify all eight individual

fricatives with 90% accuracy.

Glass and Zue [89] detected nasals from confusable phones such as glides and

weakly voiced fricatives with the goal of incorporating nasal detection into a speech

recognizer. The authors were able to classify nasal regions in the acoustic wave with

83.5% accuracy when phonetic boundary labels are available. When trying to detect

nasal regions with unknown boundaries, the classifier was able to identify 95% of the

nasal regions; however, the ratio of false positives to correctly labeled regions was 2:1.

The mistakes made by the classifier are highly systematic and context dependent.

Using SVMs, Pruthi and Espy-Wilson [90] classified nasals and semivowels

from the TIMIT corpus. The distinction between prevocalic, postvocalic, and inter-

vocalic sounds was made. The SVM used formant, spectral energy, and other acoustic

measures as input. Prevocalic nasals and semivowels are classified with 90% and 88%

accuracy, respectively. Postvocalic nasals and semivowels are both classified with

around 95% accuracy. Intervocalic nasals and semivowels are classified with 89% and

82% accuracy, respectively.

King and Taylor [91] proposed building a system to detect phonological fea-

tures and using that information in a speech recognition system. In [91], the first

part of this goal is accomplished using TDNNs. Different sets of phonological fea-
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tures are chosen and TDNNs are used for detection. All TDNNs are able to detect

their respective feature with accuracy that is well above chance.

3.2 ANN and SVM Systems for Speech Processing

ANN-only and SVM-only systems have been applied to some speech recogni-

tion tasks.

Harrison [92] proposed a network architecture for continuous phone recognition

in isolated nonsense words. First, a three-layer network classifies and transforms

sequences of phones. These output sequences are input to a second network that

determines the spoken phone sequence. Of the 15 distinct sounds in the dataset (14

phones and silence) recognition error was greater than 25% for only word-initial /b/,

word-final /p/, and word-final /t/.

Robinson [93] trained a recurrent ANN to classify phones from the TIMIT

corpus. Using all 61 phonetic distinctions presented in TIMIT, the recurrent network

achieves an error rate of 30.7%. Robinson compares his results to other recognition

systems based on an HMM paradigm, but some of these systems have fewer than 61

tokens in their respective datasets because they have combined similar phones.

ANN systems have been applied to small isolated word recognition tasks such

as the task of distinguishing the word “yes” from the word “no” for dysarthric speakers

[94]. In this task, the ANN achieves a 0% error rate when the test data and training

data are spoken by the same subject. Due to the variability across speakers with

dysarthria, the ANNs performance degrades significantly for some unseen dysarthric

speakers, but not others.

Iso and Watanabe [95] used a sequence of multilayer perceptrons (MLPs) to

perform speaker-independent word recognition. Each MLP was trained to distinguish

a single word from every other word in the data. The data consisted of a 10-digit

vocabulary spoken by 107 different speakers. The sequential MLP system achieved a

0.2% error rate.
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In [96], Yousafzai et al. use the acoustic wave and PLP features in combina-

tion with SVMs to examine the robustness of these two acoustic representations to

Gaussian noise corruption. They find that the SVM has a higher phone recognition

rate for clean speech than it does for noisy speech when using PLPs. Conversely, the

SVM performs poorly on clean speech when using just the acoustic wave, but it does

relatively better in noisy speech.

ANNs and SVMs have also been applied to other speech and language related

tasks such as speaker recognition [97, 98], part of speech tagging [99, 100], text-

categorization [101, 102, 103], and speech emotion recognition [104, 105].

3.3 Hybrid Speech Recognition Systems

Many researchers have proposed and implemented various methods that com-

bine ANNs with HMMs. These systems have been used successfully to recognize

words, strings, and phones. Like the SVM, the ANN can be used to approximate

accurate representations of acoustic (or other) data of overdetermined problems, but

both the ANN and SVM by themselves are unable to represent temporally dynamic

systems. The HMM, however, does provide a good model of temporally dynamic sys-

tems, such as speech. The goal of hybrid systems is to combine the ANNs power of

mathematical function representation with the HMM’s ability to accurately portray

events from systems that change as a function of time. An overview of ANN/HMM

hybrid systems for speech along with several examples of different architectures and

implementations used to recognize words and strings can be found in [106]. A brief

discussion of the advantages and disadvantages of traditional HMM-only speech rec-

ognizers is also provided.

Like the SVM/HMM hybrid system described in Section 4.4, the system de-

signed and implemented by Bengio et al. [30, 33] is used for phone recognition. In

[30], the authors developed an ANN training algorithm that finds the global, rather

than local, optimum of an objective function using maximum likelihood estimation

(MLE). In experiments using their ANN/HMM hybrid [33], Bengio et al. trained
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three individual ANNs that could either determine the manner of articulation of a

phone, distinguish between stop consonants and nasal consonants, or identify frica-

tives. These three ANNs had average error rates of 17.7%, 25.4%, and 25.2% for

their respective tasks. Using the global optimization algorithm from [30], Bengio et

al. combined the three ANNs into a single ANN/HMM phone recognition system for

read speech. The ANN/HMM phone recognition system improved 9% relative to an

HMM-only system that the authors trained to perform the same task. In [30], the

authors provide experimental results that support the claim that an ANN by itself

provides for a poor model of speech dynamics.

Schwenk [107] built several baseline hybrid systems using ANNs to calculate

the posterior probabilities of confusable sets of numbers and an HMM to decode the

ANN outputs. Several kinds of features, including RASTA-PLP and modulation-

spectrogram features, were used as the initial input to the ANNs. Schwenk also built

ANN/HMM hybrids using syllable and frame level representations. The system that

achieved the lowest word error rate (WER) of 5.3% on the TIMIT database combined

Boosting [108, 109] with the ANN classifiers. A discussion about the use of Boosting

on neural networks can be found in [110].

Traditionally, ANN/HMM hybrid systems use the ANN to calculate posterior

probabilities of words, syllables, phones, or subphone units. These probabilities are

then interpreted and decoded by the HMM. Like traditional hybrids, the Tandem

System [111] also uses ANNs to calculate the posterior probabilities of the acoustic

data. Unlike traditional hybrid systems, the Tandem System transforms the ANN

output and uses the warped probabilities as input features for a Gaussian mixture

model (GMM) based recognizer. The Tandem system is more robust than traditional

hybrid systems in both clean speaking conditions and in noise.

Kirchhoff and Bilmes [112] deviate from traditional hybrid architecture by

training several different ANNs on multiple acoustic representations of the same data.

The ANN outputs are then combined and decoded. The system achieves a 5.4% error

rate for telephone-band continuously spoken digits.
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Robinson et al. [113] applied a recurrent ANN/HMM hybrid system for both

the task of phone recognition on TIMIT and the task of word recognition on the Wall

Street Journal (WSJ) Corpus. In [113], Robinson et al. describe three improvements

they make to their baseline system. First, by adding context information to the

recurrent network, the authors reduce the word recognition error of their system

by 10%; the phone error rate (PER) improvement is insignificant. Secondly, by

combining multiple models that use different acoustic representations of the input

data, the authors were able to reduce their baseline WER by 25% and their baseline

PER by 8%. Finally, by applying duration modeling, Robinson et al. are able to

reduce the WER on WSJ by 25% and find no significant improvement in PER on

TIMIT.

ANNs have been used in other kinds of hybrid systems. The isolated phone

recognition system described in [114] combines ANNs with decision trees. This com-

bination reduces the computational complexity of the ANN and reduces the error rate

when the trees are allowed to share phonetic information.

ANNs have also been used in combination with dynamic Bayesian networks

(DBNs). In [115], Kirchhoff used DBNs to detect phonological features. The infor-

mation provided by both articulatory and acoustic features is analyzed to determine

an optimal way to utilize both kinds of knowledge for speech recognition. Kirchhoff

builds large vocabulary speech recognition systems for both the German and English

languages and examines the usefulness of articulatory features when recognizing noisy

speech.

Some researchers have previously used TDNNs instead of the hybrid architec-

ture. TDNN-only speech recognition systems, such as those in [116, 117, 118], have

shown an ability to accurately represent timing information and delays in unaligned

data just as the HMM does. Like ANNs, TDNNs also provide accurate estimations of

complex decision surfaces. Ahmadi et al. [119] compared the performance of TDNNs

and ANNs for the task of voiced stop recognition on the TIMIT database. Both

networks used input derived from a spectrogram image. The relative difference in

recognition accuracy between the TDNN and the ANN on this task is 5.1%.
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SVM/HMM hybrid systems have also been built. Smith and Gales [120] use

HMMs to extract score-space features from a speech signal and then train an SVM

to perform isolated word recognition. On utterances containing isolated letters from

the ISOLET corpus, the hybrid system tends to outperform an HMM-only system

for both ML and MMI training. In contrast, the system described in Chapter 4 uses

SVMs to generate input features for the HMM.
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CHAPTER 4

EXPERIMENTS

Section 4.1 describes the corpora used in the experiments discussed in this the-

sis. Section 4.3 describes the SVM training, and Section 4.4 describes the SVM/HMM

hybrid system.

4.1 Corpora

The NTIMIT [121] corpus was used for most experiments described in this

chapter. NTIMIT was constructed from the TIMIT [122] database by first filtering

the original utterances through telephone channels and then high-pass filtering them.

The original TIMIT database contains 6300 sentences that were collected from 630

different speakers, both male and female, from 8 different dialect regions of the United

States. Each utterance is phonetically rich. The original TIMIT corpus contains

detailed phonetic transcriptions. NTIMIT has been time aligned with TIMIT so the

original phonetic transcriptions can be used with the NTIMIT data as well.

The NTIMIT phone transcriptions are converted into landmark transcriptions

using a Perl script. The landmark transcriptions specify the instants when a phone

of one manner class ends and a phone of a different manner class begins, i.e. the

landmark times. The transcription also labeled the type of each landmark, i.e., the

manner-change features of the landmark, the manner of articulation features, and

Text and some experimental results presented in this chapter have previously been published in
[1] and [57].
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the place of articulation features of the phones on both sides of the landmark. Vowel

center landmarks were estimated and labeled as well. These modified transcriptions

were used to extract landmarks for SVM training and testing. Figure 4.1 shows an

example of how different landmarks correspond to the NTIMIT phonetic transcrip-

tion, the spectrogram, and the acoustic waveform. The figure shows three example

landmarks: a [-+consonantal] landmark (closure from the [-consonantal] phoneme

/ow/ into the [+consonantal] phoneme /kcl/), a vowel center landmark (annotated

with one of its place features: [+front]), and a [+-sonorant] landmark (closure from

[+sonorant] /ih/ into [-sonorant] /tcl/).

A subset of the Switchboard conversational telephone speech corpus [123],

WS97 [124], was used to test the SVMs generalization ability to new, but similar,

data. Switchboard is a corpus of recorded spontaneous telephone conversations be-

tween two strangers. Though the speech was spontaneous, the topic of conversation

was predetermined. Switchboard is interesting with regard to landmarks because

landmarks and phonetic features often become altered or can even be deleted in con-

versational speech due to factors such as the speaker’s rate of speech or less-careful

articulation of words and individual sounds. Switchboard contains no phone-level

transcriptions. WS97 was used because it contains manually labeled phonetic tran-

scriptions. Unfortunately, WS97 is neither as large as nor as phonetically rich as the

NTIMIT corpus.

4.2 Periodic Vector Toolkit

The Periodic Vector Toolkit (PVTK) [125] was used to extract the SVM

training data from NTIMIT. It contains three tools: VTransform, VExtract, and

VApplySVMs. The tools use the Hidden Markov Toolkit (HTK) [126] libraries, so

many of the PVTK input files are similar in format to files that would be used with

HTK.

VTransform is used to manipulate acoustic data. VTransform input data files

are stored in the HTK HParm binary format; i.e., VTransform manipulates acoustic
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Figure 4.1 An example of how the acoustic wave, the spectrogram, the phonetic
transcription, and landmarks are related. The utterance is “Okay, take the tray.”
Three example landmarks are shown: two stop closure landmarks and one vowel
center landmark.

feature files identical to those generated using the HTK tool HCopy. VTransform can

be used to easily combine files containing different acoustic features. VTransform also

can apply mathematical transformations to frames of data. The output files generated

by VTransform are also written in HParm format for use with the other PVTK tools

or the HTK tools. In the experiments reported in this thesis, VTransform was used

to concatenate corresponding frames in the different feature files; it was not used to

alter the data any other way.

VExtract is the tool used to the extract the frames of data used for the SVM

training input. VExtract uses both binary acoustic feature files and PVTK format

transcription files to do this. The general format of a PVTK transcription is

tstart tend description token (4.1)

If the description field contains more than one entry, then those entries must be

separated by a comma with no spaces between any of the entries.

HTK uses transcription files of the format shown in Figure 4.2. VExtract

uses a format similar to that in Figure 4.3. In both figures, the first two columns of
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the transcription specify the start and end times, respectively. In the PVTK format

transcription, the start and end times of the landmark are the same because landmarks

occur at instantaneous points in the speech signal; however, the information provided

at the landmark is not instantaneous. Acoustic cues for landmark classification may

be found even as far away as 200 ms on either side of the landmark. VExtract does not

necessarily need the start and end times to be the same. If the two times are different,

VExtract will extract multiple frames between the two times. The number of frames

extracted depends on the length of time associated with a transcribed symbol and

the “Sample Period” parameter specified in the HTK binary data files. This is the

same parameter specified by the TARGETRATE variable in an HTK configuration

file.

The third column of an HTK format transcription and the fourth column of

a PVTK format transcription specify what event happens at and in between the

start and end times.1 The third column of the PVTK format transcription pro-

vides additional information about the event transcribed in column four. In the case

of acoustic-phonetic landmarks, the third column specifies any changes in manner

features, manner features of both phones associated with the landmark, and place

features of both phones associated with the landmark. In Figure 4.3, the third col-

umn contains only a small number of the phonetic features described in Section 2.3.

In the transcriptions used in the experiments described below, all the phonetic fea-

tures listed in Tables 2.4, 2.5, and 2.6 are contained in the transcription. Due to the

lack of space, all but a few have been eliminated from the figure.

In Figure 4.2, there are two kinds of entries in the fourth column. The first

kind are in the form $phn1:$phn2. Both $phn1 and $phn2 can represent any phone in

the dataset. The “:” represents a transition between $phn1 and $phn2. The second

kind of entry in column four is of the form “$phn1.” This time, $phn1 represents a

landmark located in the nucleus of a phone; i.e., this kind of entry represents a vowel

1HTK format transcription labels can have multiple tiers that can specify phones, syllables,
words, and other segment labels for a given start and end time. More details can be found in [126],
but this thesis briefly mentions HTK transcriptions to compare and contrast with the similar PVTK
format.
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“*/MFGK0SX214.lab”
0 925000 h#
925000 1375000 dh
1375000 1827500 ax
1827500 2663125 m
2663125 3846250 ao
3846250 4438125 r

...

Figure 4.2 An example of a phonetic transcription used by HTK. Time is in units
of 100 ns. The first column contains start times. The second column contains stop
times. The third column contains the phone uttered by the speaker at and between
those times. The transcription is of the beginning of the utterance, “The morning
dew on the spider web glistened in the sun.”

“*/MFGK0SX214.lab”
925000 925000 +-silence,+consonantal,+continuant h#:dh
1375000 1375000 +-consonantal,+anterior,-lips dh:ax
1601250 1601250 +syllabic,-front,+reduced ax
1827500 1827500 +-continuant,+sonorant,+labial ax:m
2663125 2663125 -silence,+-consonantal,+nasal m:ao
3254687 3254687 +syllabic,+CP,-high ao
3846250 3846250 +continuant,+sonorant,+-syllabic ao:r

...

Figure 4.3 An example landmark transcription for use with the PVTK tool VEx-
tract. The first and second columns are the landmark start and stop times, respec-
tively. The third column of the transcription provides information about the land-
mark. The fourth column specifies the actual phones that make up the landmark.
The transcription is of the utterance, “The morning dew on the spider web glistened
in the sun.”

center landmark. In the figure, the transitions between phones are lines 1, 2, 4, 5,

and 7 of the transcription. The vowel center landmarks are in lines 3 and 6. Notice

that phone transition times can be taken directly from the phonetic transcription in

Figure 4.2. The vowel center landmark times are estimated.

VExtract searches both the description field and the label field for one or more

user provided class-specific patterns. Patterns can represent necessary or sufficient

conditions for a token to be included in a given class. As an example, it is necessary

for a transition from a fricative or a stop closure to any other class of sound listed in

Table 2.3 to be [-+sonorant]. A “-+” indicates a transition from a sound that has the
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property [-$feature] to a sound that has the property [+$feature]. Any vowel phone

is sufficient to cause the transition to be marked +continuant.

VExtract can be used to extract tokens from multiple classes at the same time.

The output produced by VExtract is formatted to be used with LibSVM, SVMLight,

and any other SVM package that uses the same input format. VExtract also provides

the option to write its output in HParm format.

VapplySvms can read in one or more SVM definition files in the format gen-

erated by LibSVM or SVMLight. VApplySvms applies each SVM to each frame in

a user-specified list of data files. The input data files must be in HTK binary data

format. The output of VApplySvms will also be in HTK binary format where each

frame is a vector of SVM discriminant values. All HParm file header information is

preserved, with the exception that the data code (specified by the TARGETKIND

variable in the HTK configuration file) is changed to “USER.” VApplySVMs also

saves its output as an HTK compressed file (specified by “SAVECOMPRESSED =

T” in the HTK config file).

4.3 SVM Training

The systems tested in this thesis make use of both landmark detection and

landmark classification SVMs.

Landmark detection SVMs are trained to compute a univariate discriminant

function gf (~xt) where ~xt is the observation cepstrogram centered at time t, such that

gf (~xt) optimally discriminates between the cases that a landmark of type f exists

(δ(f, t) = 1) or does not exist (δ(f, t) = −1) at time t.

Landmarks are places of sudden signal change that correspond to a change

in manner features, such as a consonant closure or a consonant release. Landmark

detection SVMs are trained for the landmarks f that correspond to changes in one or

more of the manner transition features listed in Table 4.4 (p. 44). Phrased another

way, g(~xt) is trained to be a minimum structural risk univariate summary of ~xt; i.e.,

the minimum structural risk classifier, given ~xt, is δ̂(fi, t|~xt) = sign(gf (~xt)).
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Landmark classification SVMs are trained to be conditionally discriminative

for a given feature fi, given the existence of other context features fj; i.e., δ̂(fi, t|~xt, fj) =

sign(gi(~xt)). Landmark classifiers label place, voicing, and vowel quality features given

the presence of a landmark. A list of our landmark class classification SVMs, together

with their context features, is given in Tables 2.4, 2.5, and 2.6.

4.3.1 SVM training and acoustic feature selection

Each landmark detector was trained on a total of 13 000 training tokens: 6500

positive examples and 6500 negative examples. A positive example is a frame that

includes the desired landmark, whereas a negative example would then be any other

frame that does not include the landmark. Each manner detector was trained on

acoustic feature vectors ~xt containing 11 concatenated frames of acoustic informa-

tion. The first frame was sampled at 50 ms before the landmark, the 6th frame

was sampled at the landmark time, and the 11th frame was sampled at 50 ms after

the landmark; i.e., ~xt ≡ [~yt−50, . . . , ~yt, . . . , ~yt+50] where ~yt included a concatenation of

different acoustic features that were calculated at each frame.

Place classification SVMs were trained using the maximum number of positive

and negative samples available. While NTIMIT is a phonetically rich corpus, some

phonetic distinctions are better represented than others. Positive place information

was taken from the release or closure of consonants or from the beginning of vowels

exhibiting the desired positive place features. Negative place information is taken

from the release or closure of phones with the desired negative value for a given place

feature.

Different acoustic features provide different information. For example, PLPs

provide perceptual information, whereas MFCCs provide a more noise-robust fre-

quency representation using the discrete cosine transform of log filterbank ampli-

tudes. Some information is redundant between different acoustic feature represen-

tations. Each set of acoustic features added to ~xt also increases computation time.

For these reasons, manner detection and place classification SVMs were trained us-

ing a variety of acoustic feature combinations. Acoustic features were selected from
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PLPs, MFCCs, delta coefficients (for both PLPs and MFCCs), acceleration coeffi-

cients (for both MFCCs and PLPs), formants from Zheng and Hasegawa-Johnson’s

formant tracking system [127], and knowledge-based acoustic parameters (APs) [128].

Energy and zero-crossing rate were also used as features for fricatives [129]. Not all

combinations of acoustic features were tried. The “best” combination of features is

the MFCCs, formants, and APs. The results of the feature selection experiments are

given in Tables 4.1 and 4.2. Feature selection experiments were not performed for the

landmark detectors.

The ability of the SVMs to utilize the spectral information provided by both

PLPs and MFCCs is also explored. Table 4.3 compares the accuracy of SVMs trained

using MFCCs and PLPs for the task of place detection. Both MFCCs and PLPs

include their delta and acceleration coefficients. The performances of linear and RBF

SVMs are also compared for each task.

Manner information is available to humans up to 200 ms before and after the

landmark, depending on the characteristics of the sound. Experiments were done

for some sounds to determine the best number of frames to concatenate. These ex-

periments were not tried for all feature combinations. The acoustic features were

determined first and then the number and location-in-time of the frames to be con-

catenated was determined. The number of frames concatenated in the SVM input

vector was determined on the TIMIT corpus in previous experiments that are not

reported here.

In general, most place classification SVM observation vectors could contain 7

frames (~xt = [~yt−60, ~yt−50, . . . , ~yt]) or 11 frames (~xt = [~yt−50, . . . , ~yt, . . . , ~yt+50]). Stop

closure place detection SVMs achieved the highest accuracy using vectors of 20 con-

catenated frames (~xt = [~yt−100], ~yt−90, . . . , ~yt). As mentioned earlier, the SVM ob-

servation vector for manner classification also has the 11 frame format. The total

number of features per frame is 90. The 11-frame vector has a total dimension of 990

features, the 7-frame vector has a total of 630 features, and the 20-frame vector has

a total of 1800 features.
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Table 4.1 The SVMs were trained on NTIMIT using different sets of acoustic fea-
tures. The accuracies of the place classification SVMs for this experiment are listed.
MFCC (MFC) or PLP features also included their first and second derivatives. An
F means that formants were included. ZCR is the zero-crossing rate and energy. AP
indicates that the APs were included.

MFC F AP MFC F MFC ZCR MFC F ZCR PLP F

Release

Alveolar 85.27 84.46 85.10 84.42 84.44
Labial 87.60 87.75 88.66 87.70 88.70
Velar 90.13 88.83 89.80 88.85 88.46
Voice 86.71 85.29 85.78 85.41 84.61

Nasal

Alveolar 83.75 84.34 84.90 83.93 86.85
Labial 88.32 86.34 86.61 86.43 87.91
Nasal 97.25 93.42 93.08 93.32 93.28
Velar 97.80 98.29 98.52 98.29 98.56

Fricative

Anterior 95.40 94.10 94.35 94.13 94.04
Dental 94.53 94.77 94.87 94.84 94.98
Labial 87.03 85.70 86.89 85.86 86.24
Strident 89.89 88.64 89.21 89.15 88.85
Voice 89.59 89.04 89.46 89.34 87.49

Liquid

Glottal 96.22 94.84 95.28 95.04 95.36
Lateral 90.24 88.31 89.23 88.35 87.54
Rhotic 92.99 92.78 93.46 92.67 93.02
Labial 91.67 91.53 91.79 91.72 92.08
Palatal 96.76 96.55 96.90 96.50 96.86

Closure

Alveolar 74.53 73.28 74.12 73.66 79.45
Labial 82.71 84.99 85.34 85.01 88.85
Velar 80.01 77.73 78.75 78.24 82.78
Voice 69.05 74.17 75.13 74.28 72.95

Vowel

ATR 85.60 82.57 82.72 83.05 82.06
CP 85.62 84.70 84.98 84.52 84.72
Front 87.47 88.13 88.18 88.23 88.13
High 92.33 90.88 91.18 90.98 91.40
Low 88.63 88.40 88.80 88.35 88.20
Reduced 86.07 85.18 85.08 85.08 85.15
Round 97.55 94.13 94.00 94.22 93.06
Tense 83.15 81.63 81.90 81.73 79.70
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Table 4.2 The SVMs were trained on NTIMIT using different sets of acoustic fea-
tures. The accuracies of the manner classification SVMs for this experiment are listed.
MFCC (MFC) or PLP features also included their first and second derivatives. An
F means that formants were included. ZCR is the zero-crossing rate and energy. AP
indicates that the APs were included.

MFC F AP MFC F MFC ZCR MFC F ZCR PLP F

Closure 94.75 94.30 94.75 94.38 94.75
Flap 96.66 94.79 95.27 94.66 95.34
Fricative 94.18 93.18 93.58 93.35 93.85
Liquid 87.10 84.15 84.78 83.75 84.88
Nasal 92.83 90.93 91.68 91.13 91.60
Release 95.92 94.40 95.15 94.43 94.53
Syllabic Liquid 89.93 88.35 89.13 88.68 89.03
Syllabic Nasal 98.15 97.57 98.00 97.52 97.47
Vowel 94.13 92.28 93.30 92.83 93.23

4.3.2 Landmark detection and classification using SVMs

The accuracy of the 10 SVMs trained to classify different landmarks is listed

in Table 4.4. In addition to the landmark classifiers, a set of manner classifiers were

also trained. The accuracies of the 9 manner classifiers are listed in Table 4.5. Place

of articulation detection accuracies are listed in Table 4.6.

Because the majority of the SVMs had several hundred, even several thousand,

support vectors, the reduced set (RS) method described in Section 2.1.3 was used to

reduce the number of support vectors by 90%. For some of the SVMs, as much as

99% of the support vectors were able to be eliminated without a significant change

in accuracy. RS SVM accuracies are also given in Tables 4.4, 4.5, and 4.6. Unless

otherwise specified, the RS SVMs were used for all experiments.

The ROC curves of the landmark detectors and the manner classifiers are given

in Figures 4.4 – 4.8. These ROC curves plot percentage insertion vs. percentage

deletion of frames of the given manner class (Figures 4.4 and 4.5 and the top left of

Figure 4.6) or landmarks of a specified manner transition type (the top right, bottom

left, and bottom right of Figure 4.6 and Figures 4.7 and 4.8), when a landmark is

declared every time that gf (xt) exceeds some fixed threshold. The balance between

insertions and deletions is changed by adjusting the threshold. As shown, all SVMs
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Table 4.3 In general, SVMs seem to detect place information more accurately using
MFCCs (MFC) instead of PLPs. RBF SVMs are more accurate than linear SVMs at
classifying acoustic input. The MFCCs and PLPs also included their first and second
derivatives.

MFC PLP
RBF Linear RBF Linear

Stop

Alveolar 85.2 76.9 84.6 77.4
Labial 88.5 83.5 87.0 83.7
Palatal 88.9 81.5 87.0 80.3
Voice 85.3 82.9 84.4 83.0

Nasal

Alveolar 79.4 74.8 77.3 73.5
Labial 85.4 81.3 82.7 83.5
Flapped 97.8 96.6 98.0 96.5
Palatal 95.6 94.8 95.5 94.8

Fricative

Anterior 94.2 93.8 94.3 92.8
Dental 89.0 87.1 88.5 87.5
Labial 84.2 79.0 83.7 78.6
Strident 88.6 86.7 88.7 86.9
Voice 83.5 82.0 83.6 83.3

Liquid

Glottal 94.1 91.3 93.4 91.0
Labial 87.5 83.7 86.9 83.4
Lateral 90.3 87.8 90.4 88.1
Palatal 92.0 87.4 91.6 87.8
Rhotic 89.3 85.9 89.9 85.4

Vowel

ATR 85.6 80.8 84.4 79.2
CP 85.6 82.6 85.3 82.3
Front 87.5 85.9 87.0 85.8
High 92.3 91.4 92.2 91.6
Low 88.6 87.5 88.9 87.0
Reduced 86.1 85.1 85.3 85.3
Round 97.6 97.0 97.2 96.8
Tense 83.2 77.5 81.8 77.0
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Table 4.4 Accuracies of the landmark detection SVMs and RS SVMs. Chance is
50%.

SVM ACC ACC (RS) SVM ACC ACC (RS)

-+Silence 91.5 90.5 +-Silence 92.2 91.1
-+Continuant 81.1 80.8 +-Continuant 81.5 81.7
-+Sonorant 79.8 79.5 +-Sonorant 82.2 82.0
-+Syllabic 88.0 79.65 +-Syllabic 78.5 78.4
-+Consonantal 78.8 78.5 +-Consonantal 74.7 74.1

Table 4.5 Accuracies of the manner of articulation classification SVMs and RS SVMs.
Chance is 50%.

SVM ACC ACC (RS) SVM ACC ACC (RS)

Closure 94.8 94.3 Release 95.9 95.3
Flap 96.7 96.2 Syllabic Liquid 89.3 89.3
Fricative 94.2 93.1 Syllabic Nasal 98.2 98.1
Liquid 87.1 85.4 Vowel 94.1 92.4
Nasal 92.8 91.8

can achieve very low insertion rates, but few can achieve a deletion rate below a

classifier-dependent minimum, often as high as 20% or 30%. The high number of

deletions may be caused by sparsity of the training data; i.e., deleted landmarks are

landmarks that fail to adequately resemble any of the support vectors. Of particular

interest is the ROC curve of the syllabic nasal shown in the bottom right plot of Figure

4.5. The deletion rate is almost constant and very small. However, the insertion rate

is high. A high insertion rate may indicate that a given phonetic feature may not be

distinct given the acoustic features or number of training samples.

The SVMs are clearly able to make some distinctions in contexts in which they

were not trained. The discriminant values are output in such a way that they are

consistent given these new contexts. Information of this sort may be of use to the

HMM to distinguish between phones.

4.3.3 Cross corpus generalization of the SVM

The SVM dichotomizer is designed to minimize the generalization error on

unseen data.

44



Table 4.6 Accuracies of the place of articulation classification SVMs and RS SVMs.
Chance is 50%.

SVM ACC ACC (RS))

Release

Alveolar 85.3 85.0
Labial 87.6 85.8
Palatal 90.1 87.9
Voice 86.7 86.1

Nasal

Alveolar 83.8 82.9
Flapped 97.3 95.4
Labial 88.3 87.5
Palatal 97.8 96.5

Fricative

Anterior 96.4 95.7
Dental 94.5 94.3
Labial 87.0 86.4
Strident 89.9 89.1
Voice 89.6 89.1

Liquid

Glottal 96.2 95.5
Labial 91.7 89.9
Lateral 90.2 88.7
Palatal 96.8 96.3
Rhotic 93.0 91.2

Closure

Alveolar 74.5 73.4
Labial 82.7 81.4
Palatal 80.0 79.1
Voice 69.0 69.1

Vowel

ATR 85.6 83.8
CP 85.6 84.3
Front 87.5 86.8
High 92.3 91.9
Low 88.6 87.6
Reduced 86.1 86.0
Round 97.6 96.6
Tense 83.2 81.9
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Figure 4.4 (Top left) The ROC curve of the stop closure classifier. (Top right)
The ROC curve of the flap classifier. (Bottom left) The ROC curve of the fricative
classifier. (Bottom right) The ROC curve of the glide classifier.
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Figure 4.5 (Top left) The ROC curve of the nasal classifier. (Top right) The ROC
curve of the stop release classifier. (Bottom left) The ROC curve of the syllabic glide
classifier. (Bottom right) The ROC curve of the syllabic nasal classifier.
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Figure 4.6 (Top left) The ROC curve of the vowel classifier. (Top right) The ROC
curve of the -+silence classifier. (Bottom left) The ROC curve of the +-silence clas-
sifier. (Bottom right) The ROC curve of the -+continuant classifier.
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Figure 4.7 (Top left) The ROC curve of the +-continuant classifier. (Top right)
The ROC curve of the -+sonorant classifier. (Bottom left) The ROC curve of the
+-sonorant classifier. (Bottom right) The ROC curve of the -+syllabic classifier.
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Figure 4.8 (Top left) The ROC curve of the +-syllabic classifier. (Top right) The
ROC curve of the -+consonantal classifier. (Bottom left) The ROC curve of the
+-consonantal classifier.

Given that we know the location of the landmark frame, we can classify manner

and place information quite accurately because the landmark detectors were trained

only on positive and negative examples of different landmarks. If we do not know

the location of the landmark frame, can we still achieve this same accuracy? What

happens when the landmark detectors are forced to output a discriminant value for

all the frames in the NTIMIT test set, i.e., nonlandmark frames? To answer these

questions, we processed every frame in the test corpus using the manner classification

SVMs. The results of this experiment are shown in Table 4.7.

Place classification SVMs are trained to be meaningful only in a desired con-

text; e.g., the alveolar (nasal) SVM is trained to discriminate between [+alveolar] and

[-alveolar] nasal consonant release landmarks. The HMM, however, will be forced to

observe discriminant outputs of these SVMs in every frame - even frames for which

the SVM target output is undefined. The question arises as to what the place clas-

sification SVMs will do when used out of context. Figures 4.9 and 4.10 show the

discriminant plotted as a function of time for the [front] and [alveolar stop] classifiers,

respectively. Also shown in the figures are the spectrograms of the utterances. While

48



0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−4

−2

0

2

Time (s)

D
is

cr
im

in
an

t V
al

ue

Time (s)

F
re

qu
en

cy
 (

H
z)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0

2000

4000

Figure 4.9 (Top) A spectrogram of the utterance “Quick touchdown result.” (Bot-
tom) The discriminant as a function of time. The discriminant was obtained from
the [alveolar] stop classifier.

it is interesting to observe the behavior of the discriminant function of each place

classification SVM, it is unclear what the SVM output signifies when a place feature

is undefined for a particular phone; therefore, the place classification SVMs cannot

be tested on every frame in the test corpus.

In Figure 4.9, the utterance is “Quick touchdown result.” The [alveolar stop]

release classifier discriminant is largest at the alveolar consonants /t/, /ch/ and /d/

in the word “touchdown” and at the /t/ in the word “result”. It is also fairly large

at the /z/ in “result” despite having been trained for stop classification. Again, we

find the discriminant is smaller in magnitude or negative at other places in the signal,

including the /k/ release of “quick” (nonalveolar stop) and the /n/ of “touchdown”

(nonstop alveolar).

The utterance in Figure 4.10 is “Okay, take the tray.” As can be seen in

the figure, the discriminant of the [front] classifier is large and positive-valued in the

context of the front vowel /ey/ and of the fronted schwa in “the,” but is smaller in

magnitude or negative at other places in the utterance.

SVM generalization was also tested on the WS96 corpus. Landmarks were

extracted using the manually labeled phonetic transcriptions. The results of this
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Figure 4.10 (Top) A spectrogram of the utterance “Okay, take the tray.” (Bottom)
The discriminant as a function of time. The discriminant was obtained from the
[front] classifier.

Table 4.7 Accuracies of the RS manner classifiers when used to classify all of the
NTIMIT test corpus.

SVM ACC SVM ACC

Stop Closure 74.8 Stop Release 86.4
Flap 98.4 Syllabic Glide 80.6
Fricative 77.4 Syllabic Nasal 99.2
Glide 65.5 Vowel 84.9
Nasal 84.7

experiment are given in Tables (4.8) and (4.9). The results from SVM experiments

on the NTIMIT corpus are given again for convenience. This experiment was only

run for place and manner classifiers. Stop release place-of-articulation features are

not included in Table 4.8 and the stop release manner feature is not included in Table

4.9. This is because the stop closure and release are merged in the WS96 labeling.

This makes it impossible to know the exact location of the release because the length

of the stop closure is extremely variable.
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Table 4.8 The generalization of the NTIMIT-trained place classification RS SVMs
on the Switchboard corpus. The accuracies of the SVMs from Table 4.6 are given
again for convenience.

Switchboard NTIMIT

Nasal

Alveolar 57.1 82.9
Flapped 77.0 95.4
Labial 60.3 87.5
Palatal 95.7 96.5

Fricative

Anterior 85.4 95.7
Dental 75.1 94.3
Labial 74.8 86.4
Strident 51.4 89.1
Voice 57.0 89.1

Liquid

Glottal 88.9 95.5
Lateral 82.2 88.7
Rhotic 66.2 91.2
Labial 73.6 89.9
Palatal 83.6 96.3

Closure

Alveolar 52.9 73.4
Labial 77.1 81.4
Palatal 65.2 79.1
Voice 55.60 69.1

Vowel

ATR 46.4 83.8
CP 56.0 84.3
Front 63.2 86.8
High 70.0 91.93
Low 53.9 87.7
Reduced 48.2 86.0
Round 96.0 96.6
Tense 49.7 81.9
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Table 4.9 The generalization of the NTIMIT-trained manner classification RS SVMs
on the Switchboard corpus. The accuracies of the SVMs from Table (4.5) are given
again for convenience.

Switchboard NTIMIT
Closure 50.1 74.8
Flap 80.0 97.4
Fricative 53.4 77.4
Liquid 56.33 65.5
Nasal 53.65 84.7
Syllabic Liquid 37.93 80.6
Syllabic Nasal 89.53 99.2
Vowel 64.88 84.9

4.4 Automatic Speech Recognition on NTIMIT

We wish to integrate the SVMs and the HMM into the system shown in Figure

4.11. The SVMs each receive a vector of acoustic data once per frame. Each SVM

will output a discriminant value. These values are concatenated together to form the

observation vector for the HMM. The HMM uses this new information to output a

phonetic transcription.

We define

p(G|Λ) =
∑

Q

∑

K

p(G,Q,K|Λ) (4.2)

where G = [~g1 . . . ~gT ] is the sequence of observations, Q = [q1 . . . qT ] is the sequence

of states, and K = [k1 . . . kT ] is the sequence of mixtures. ~gt = [gt1 . . . gtD] is the set

of SVM discriminant outputs at time t, where gtd is the output of the dth SVM at

time t. In other words, if the support vectors of the dth SVM are ~s1d . . . ~sjd, and the

test acoustic observation vector at time t is ~xt, then

gtd =
M
∑

j=1

ajde
−γ|~xt−~sjd|

2

+ bd (4.3)

where ajd is the signed weight of the jth support vector in the dth SVM multiplied

by the data label (either ±1), γ is a parameter of the RBF kernel, and bd is the bias

of the dth SVM. The dth SVM has M support vectors.

The likelihood is given by

p(G,Q,K|Λ) = πq1
cq1k1

1

(2π|Σk1
|)

d
2

e
−1

2
(~g1−~µk1

)′Σ−1

k1
(~g1−~µk1

)
(4.4)
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Figure 4.11 The SVM/HMM hybrid system.

×aq1q2
cq2k2
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(2π|Σk2
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(~g2−~µk2

)

. . .

where πq1
is the initial state distribution, cqtkt

are the mixture weights, ~µkt
is the mean

vector, Σkt
is the covariance matrix, aqt−1qj

are the state transition probabilities, and

~gt are the observations.

The baseline system was an HMM-based recognizer trained using HTK [126].

Each phone model consisted of a 5-state HMM (3 emitting states) with 1 to 33

Gaussian mixtures per state. Each mixture contained 12 MFCCs, 12 delta coefficients,

12 acceleration coefficients, and three energy coefficients. This observation vector

size was chosen so that the number of parameters in the baseline system and in the

SVM/HMM hybrid system are equal.

Two SVM/HMM hybrid systems were constructed. One utilized the landmark

features from Table 4.4 and the other utilized the manner features from Table 4.5.

Both also contained some subset of the place features given in Table 4.6. Like the

baseline system, the SVM/HMM hybrid systems were HMM-based recognizers that

modeled phonemes with a 5-state HMM (3 emitting states). Each emitting state

contained 1 to 33 Gaussian mixtures.
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Figure 4.12 Phoneme recognition results for the baseline system, the SVM/HMM
landmark feature based system, and the SVM/HMM manner feature based system
as a function of the number of mixtures.

The performances of our baseline and SVM/HMM hybrid systems are shown in

Figure 4.12. Our baseline system is roughly comparable with other results [130, 131]

on telephone band speech.

Which kind of acoustic-phonetic information (manner changes at landmarks,

manner class, or place of articulation) is most useful for phone recognition? To deter-

mine this, three additional phone recognizers were trained. One was trained on only

the 10 landmark-change discriminant features. The second used only the 9 manner

class discriminant features. The third used only place of articulation discriminant

features. These recognizers will be referred to as LM, MC, and PA, respectively.

Each of these recognizers modeled phones using a 5-state (3 emitting states) HMM.

The number of mixtures in each HMM state was varied from 1 to 33. Each recognizer

was used to perform phone recognition on NTIMIT. Results are shown in Figure 4.13.

As seen in the figure, the majority of the information to the recognizer is provided

by the place features.

In Chapter 1, we speculated that improved phone recognition accuracy should

mean improved word recognition accuracy. To confirm this, tree-clustered triphone

models were trained. The results of these experiments are shown in Figure 4.14. Word

recognition accuracy is plotted as a function of the number of mixtures. When com-

paring Figures 4.12 and 4.14, we can confirm that the system with the lowest phone
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Figure 4.13 NTIMIT phone recognition accuracy using place features only, manner
features only, and landmark features only. The accuracy of each recognizer is plotted
as a function of the number of mixtures.

Figure 4.14 Word recognition accuracy as a function of the number of mixtures
for the MFCC baseline, the SVM/HMM landmark feature-based system, and the
SVM/HMM manner feature-based system.

recognition accuracy, the baseline system, has the lowest word recognition accuracy.

The system with the highest phone recognition accuracy, the SVM/HMM system

that uses manner and place feature information, has the highest word recognition

accuracy. The SVM/HMM landmark feature-based system outperforms the baseline

system at the task of phone recognition, but does worse than the SVM/HMM manner

feature-based system at this same task. The results are similar for word recognition.

The baseline system is comparable to the MFCC-based baseline system trained by

Selouani and O’Shaughnessy in [132].
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

Recognition of 8 kHz speech tends to be more difficult than recognition of 16

kHz speech. This may be due in part to the loss of information given by the higher

frequencies. Gaussian classifiers trained on the TIMIT corpus (16 kHz speech) [44]

perform rather well when compared to systems trained on the NTIMIT corpus (8 kHz

speech) [130, 131]. This drop in performance between 16 kHz speech and 8 kHz speech

is not limited to Gaussian classifiers but is evident in other classification systems as

well, such as the SVM [1].

SVMs are computationally complex. The calculation of one discriminant value

requires (N-1)+N(D+1) multiplications (where N is the number of support vectors

and D is the length of the support vector) and 2DN+(N-1) additions. Before we

reduced the number of support vectors using the RS method (Section 2.1.3), the

average number of support vectors for any given SVM was around 4620 with 39 SVMs,

and so the total computational complexity of the SVMs was 18 941 900 multiplications

per second of speech. Reducing the number of support vectors by a factor of 100

reduces the multiplications and additions by a factor of 100. Therefore, the SVMs in

our final hybrid system required 188 500 multiplications per second of speech.

It is unclear how SVM accuracy affects phone recognition accuracy. If the

SVMs were 100% accurate, would phone recognition be 100% accurate? Furthermore,

how does a small change in the classification accuracy of the SVM (such as the

change in accuracy between standard and RS SVMs in Tables 4.4, 4.5, and 4.6) affect

phone recognition accuracy? Unfortunately, this experiment could not be run; the
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computational complexity of the RBF SVM combined with a large number of support

vectors makes this experiment infeasible.

Data and information are not synonyms. Perhaps at one point in time, when

recorded speech data were rare or when only a few different acoustic feature extraction

methods existed to represent information such as frequency, amplitude, energy, phase,

perceptual, or other content of a speech signal, data and information were equivalent.

We currently attempt to extract something useful from the data using all kinds of sig-

nal processing techniques and mathematical transformations that are based on ideas

from multiple disciplines such as psychology, engineering, pattern recognition, and

linguistics. Yet, even these different ideas and formulations of this “something use-

ful” that we say exists in the speech signal are redundant and often highly correlated

with each other. The improvement in accuracy between SVMs trained on MFCC,

delta, and acceleration coefficient input and MFCC, delta, acceleration, formant, and

AP input described in Section 4.3.1 is disappointingly small for the additional work

that was put into generating the extra two signal representations. Intuitively, one

would expect a much higher increase between the two SVMs trained on those re-

spective feature sets if the different kinds of signal representations were completely

independent of each other and provided new, previously unseen information. Speech

recognizers are not performing poorly due to lack of data, but due to lack of useful

nonredundant information.

The solution to the SVM problem provides a sparse representation of the

data if the data are noiseless. Noisy data, however, can present a problem for the

SVM. The SVM finds an optimally sparse subset of the training dataset, a subset

called the support vectors. Though the solution in the data space may be sparse,

the same solution may not be sparse in the feature space. In fact, the SVM solution

may actually be extremely dense in the feature space because every feature makes a

weighted contribution to the solution. This is why the SVM is, in many cases, unable

to ignore noise or redundancy in the data. Even if two different sets of data are

drawn from the same distribution, they will provide for two distinct solutions to the
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overdetermined SVM problem. These different solutions have the potential to greatly

affect the generalization ability of the classifier, despite both solutions’ optimality.

The use of sparse data representations is growing in popularity. Obtaining

the sparsest solution to a problem is desirable because it not only saves disk space

and computation time, but also because sparsity of the feature representation can

bound generalization error, in much the same way that sparsity of the support vector

set can bound generalization error . Semidefinite programming methods [133] can be

used to find the sparsest solution. The SVM can be reformulated into a semidefi-

nite programming problem as shown in [134, 135] where the SVM is rederived using

quadratically constrained quadratic programming (QCQP) and semidefinite relax-

ation (SDR) methods. Currently, many tools exist to solve semidefinite programming

problems. The SVM front-end system presented in this thesis could benefit from the

use of sparse representations.

Integration with a distinctive feature based back end (e.g., the system of

Livescu et al. [136]) seems to be a desirable goal. This thesis has demonstrated

that a landmark based front end provides information useful to an HMM. It may

be possible to get further benefit by optimizing the back end to better model the

information provided by the SVMs; such optimization is a topic for future research.
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