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ABSTRACT

This thesis introduces and discusses a new methodology for measuring the variation
between linguistiosarieties | compare fiveArabic varietiesi Modern Standard Arabic MSA,
Gulf Arabic GA, Levantine ArabicLA, Egyptian ArabicEA, and Moroccan ArabidMA i
considering both lexical and pronunciation variation. | introduce the idea of measuring the
amount of linguistic variation asymmetrically; the amount of linguistics variation between a
speaker of variety A and a hearer of variety B is not necessaugl &mthe amount of linguistic
variation between a speaker of variety B and a hearer of variety A. | propose a new
mathematically based computational representation of sound that enables the incorporation of
phonetic features and articulatory gesturesi@asuring the amount of pronunciation variation. |
also implement an optimization technigque to assign weights and parameters to the phonetic
features and articulatory gestures for the proposed representation of sound. The developed
methodology, tools an@thniques lead to a better understanding ofthetureof language and
carryimplications to both theoretical linguistics and applied work in natural language processing
NLP, it both provides a computational technique to assess the plausibility ofndefire
components of sound and opens a new venue to the possibility of utilizing a representation of
sound that is phoneticglimotivated and computationallypplicableto solve NLP problems.
This research could potentially yield insights into the issfeautual intelligibility and dialect

identification between Arabic varieties.

Measuring lexical and pronunciation variation is based on native speaker elicitations of
the Swadesh list for the local varieties of Arabic, MSA is represented by translation$wo
dictionaries. The data collection procedure allows the participants to provide more than one

translation. | also provide a context sentence for all lexical items to rule out cases of ambiguity.



The amount oflexical variationis measuredat two lewels of representation, the word level and
the phonemic levelAt the word level, the amount of linguistic variation is based on whether the
words are derived from the same linguistic origin. The phonemic level looks at more details by
allowing the IPAtrarscription of words of the Swadesh ligt play a role in measurinthe

lexical variation Theamount ofpronunciationvariationis measured at three levelBhe first and

most abstract level is the phonemic levdlhe second incorporates the mathematical
representation of soundvhich encodes phonetic features and articulatory gestlires third

allows the vowels to be represented Jwategoricallybased on the values of the first and second

formant frequenciesMSA is not included at this level.

The resut of the measures of linguistic variation developed in this study confirm two
observations about the communication between speakers of the Arabic vanedtipsovide an
answer for the frequently asked question about the closeness of the Arabic viarie@eh
other. The frst observations thatMA speakers are more distant to the other local varieties than
the other varieties among themselves, whalhtesto the geographical distances betweears¢h
varieties. Second, the amount of linguistic variation betvis®ipeakers and hearers from other

local varieties is less than the amount of linguistic variation betwEén hearers and

correspondingspeakers fronthe IocalNaneUe# As for the closeess of the local varietie® Comment [M1]:  The second finding mirrors a
pattern of mutual intelligibility we observe in the
L. . communication of Egyptian speakers with other
MSA, GA seems to bthe closest based on most variation metrics, followed by LA and EA, and speakers; the Egyptian speakers are understood
most speakers of other local varieties better than
. understand them. Which lead speakers of other
MA is the farthest. Also, EA seento becloser to MA than both LA and GAJoreover, most varieties to accommodate for Egyptian speakers.

variation metrics situaseEA speakers closdo LA hearers than GA hearers. On the other hand,
GA speakers are closer to LA hearers than EA hearers. Finally, the last measure of pronunciation

variationsituated_A speakers closer GA hearers than EA hearers.
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CHAPTER 1

INTRODUCTION AND OVERVIEW

]Measurei)f linguistic variation, also called linguistdistance is one of theprominent [Comment [M2]:

brief intro.

What is dialectometry. And

topics in the growing fieldof dialectometry which is concerned with quantifying linguistic
differences and similarities and, often, relates it to geographical distances between the areas
where the relevant languagesrieties arespoken (Mrbonneand Kretzschmar2003) In this

thesis | reporton a set ofcomputational measures of diistic variationthat quantifiesthe

lexical and pronunciationvariation betweenfive Arabic varieties Modern Standard Arabic

MSA, Gulf Arabic GA,Levantine Arabic LA, Egyptian Arabic EA and Moroccan Arabic MA

The drive to computationally studiyguistic variation is partly due to the extensive typological
literature and the increasing number of corpora from different languages, which makes this type
of research possible. Dialectometry has the potential to enrich the debates in a variddg of fie
such as theoretical linguistics and its focus on microvariation and its extents and limits as well as
the related issues it raises about the cognitive aspects of language, in addition to anthropology,

sociology and history, among many others.

This resarch provides empirical evidencegarding the amount of linguistic variation
between thé\rabic varietiesunder consideratiotHence it provides aranswer for the frequently
asked question about the closeness of the local varieties to M&#&over, it povidesempirical
evidence based on computational techniqués two observations about the linguistic
communication between speakers of ltheal Arabic varieties The first observation is thA

is more distant to theother local varieties of Arabiccorsidered in this studyhan theother



varieties among themselyeSeographically, MA isalsomore distantThe second observation is
that in most casesEgyptian speakers are understood by other varietiesr bibth@ they
understand thenlt is important & note that thisobservation may be due factorsrelated to

exposure where the Egyptian medigopular andvatchedn many other countrief\so, it may

be due tofactors related to the linguistic competence of the speakers in both Gligsusly,

the formermight have effect on the latterfor example, exposure might result with lexical items
to be borrowed from one variety to the oth@hich become part of the linguistic competence of
the speakersf both varieties This researctprovides evidene about theamount of linguistic
variationbetweerthe varieties as thegre currently spoken. The quess@bout the reasons that

might affectthe amount of variatigrsuch as exposurateoutside the scope of this research.

The ternmjinguistic distance has been extensively used in the field of dialectometry to Comment [M3]:  The asymmetry of linguistic
variation. Link with the previous paragraph that a
. L. i Lo i . . distance matrix allows for asymmetry \ehan Atlas
express the amount bifiguistic variaion between varietieglowever, this term is problematic would is not.

as O0distanced i maculated betwaeendwio nbjptte Assogriiriusesof ¢
the termmutualintelligibility, the measure of intelligibility is inherentlgsymmetric, meaning

that speakers of some variety (A) may understand speakers of another variety (B) better than
speakers of variet{B) undestandspeakers of vartg (A). In this thesisl develop variation
metricsthat are asymmetri¢nstead of the term linguistic distan¢@m using théerms measure

of linguistic variationand linguistic variation metrigheyareusedinterchangeabljn this thesis

Séguywasamong the first researchers in the field@flectometry. In his 1973 study, he [ Comment[M4l: Review ofSégup s s t u d
Which is considered the seminal work in
dialectometry.

used a linguistic Atlas that contained variabfiesn five linguistic subsystems or components
that represent the languages under consideration. lifigaistic subsystemswere lexical
(represented by 70 variables), pronunciation (67), phonetic/phonological (75), morphological

(45), and syntactic (68)-or each subsystem or component, Séguy calculated the percentage of
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disagreements between eaclighboring pair of sitegor each variable in the five subsystems.
Then the linguistic distance is calculated as the average of the distances between the five

subsystemgHeeringa 2004).

In this research | 'study each lirguistic subsystem independently whemeasuring Comment [M5]:  Looking at each subsystem
independently. Lexical and pronunciation subsys
And justification of the separation.

linguistic variation, which in our views the most efficient, informative and feasible way to
measure linguistigariation For the present purposéise scope of thavestigationis limitedto

two linguistic subsystemdexical and pronunciationOther subsystemsuch asmorphology
morphosyntaxand semant& are to be studied in the future. It is important to explore each
linguistic subsystem independently because the amount of linguistic variation in each subsystem
might have different implications. For exampfeom a Natural Language Processing (NLP)
point of view greatervariation in the lexical subsystem indicateorm differences in a
dictionary to be used in an automatic translation systeramallervariation in pronunciation

might imply that anautomatic speechrecognition system trained on one dialect is usable, to
some extent, for the other dialeSimilarly, morphosyntactic and morphological distance should
reflect the amount of adaptations or changes required to make a morphological aoalyzer

stemmer usable for the other variety.

[The questionof measuring linguistic variation has been approached from diﬁerent[COmment[MB]: Why to quantify linguistic
variation (ifferent perspectivgs

perspectives. Some studiésive looked at the distance between languages in an effort to
reconstruct the languagésmily trees Gray and Jordan 200@ray and Atkinson 200Serva
and Petroni 208 amongothers). Otherdavelooked at the distance between closely related
languages, or dialects of the same language, in an attempt to identify the subgroupasg of th
languages or diacts Elsie 1986; Ebobisse 1989; Babitch and Lebrun 19%8Sssler 1995;

Heeringa 2004; Valls et .a2011, amongothers).Yet another stream of researdchsemployed
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measures of linguistigariation in computational task®ich asthe automatic identificatioof
cognate words Kondrak and Sherif 20Q06Kondrak 2009. Gooskens (2007) tested the
correlation between differemheasures of linguistic variaticemd mutual intelligibility letween
Scandinavian languagés show that themaunt of phonetic variatiogan predict theegree of
mutual intelligibility better than the amount of lexical variatiowithin the area of Arabic
linguistics, the mostelevantstreamof research has been concerned with the problem of dialect

identification (Biadsy et al2009;Zaidan and Calliso#urch 2012 Elfardy and Diab 2013

[The motivatiorffor this study is to enhance our understanding of linguistic variatioh Comment [M7]:  The motivation of the study.
Having a better understanding of the components
sound

thereby enhance our understanding of human language as a Whisles based otheideathat
quantifying the amount of variation between two entities enforces a better understanding of the

natureof the entities under consideration.

The goalsof this study are both conceptual and empiri@snceptually | develop a (comment[M8:: The goals of thisstudy
[Comment [M9]:  First mnceptual goal ]

representationof sound that captures phonetic similarity in a mathematically simpled
computationally feasiblevay. This representation of soundbased on phonetic features and
articulatorygesturesijt is an attempt to computationally represent the sound baséd basic
componentslt is also equipped with the ability to represent soucategorically andnon

categoricdl, this representation of sound is referred to as the mathematical representation of

sound The second conceptugbal is to provide a nosubjective way to assign weights to —{ Comment M0 Seconcconceptual goal )

phonetic featuresThe first two conceptual goals are crucial to answer the questibavofo
compuationallymeasurgpronunciationvariation Which in turn, leads to models and techniques

that couldpotentially help solve problems related to similarity in pronunciation raised in various

NLP tasksThe third conceptualgoal is to introduce the idea of measuririgguistic variation ( comment [M11]:  Third conceptual goal )

asymmetrically This is important to solve the puzzle of asymmetrniatual intelligibility.
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Empirically, | developa set of techniques to measure the amount of lexical and pronunciatio[Commem [M12]: Empirical goals:

variation between closely related (apdssibly mutually intelligible) languaged. incorporate

data from foulocal varieties of Arabiand from MSAto measurehe lexical and pronunciation
variation among theml provide a new approachto computationally handle pronunciation
variation based oa mathematicatepresentation of sountlalso consider which features shabu

be includel in the representatioaf a given sound, and the salience of each of these feakures
measure the amount of linguistic variation between all paissralbic varietiesincluded in this

study which answers the frequently asked question abweitclosenes$ here, in terms of
lexical and pronunciation variatioin of the local varieties to MSA. It is important to keep in
mind that | focus on the amount of variation between MSA speakers and hearers from the local
varieties, which reflects the dity of the members of local varieties to comprehend MSA. The
other direction of communication is not highlighted in the discussion because it relates to the
ability of MSA native speakers to comprehend the local varieties; the existence of MSA native
spe&ers is questionabland if exists their ability to comprehend the local varieties would not be

of a high cultural and social importance.

Theprimaryguidelinein making decisions related to the data analysis and the design of
the data collection proceduigeto mirror the degree of mutual intelligibility between two
speakers when they are first encounteregfter alimited exposurelt is important to note tht
the amount of linguistic variatiohat we are measuring not the only factor that affects the
degree of mutual intelligibilityExposure isanother factor or perhapsie of the most important
factors that facilitate mutual intelligibility. Speakersrh different dialects maybe exposed to
each other and may develop some familiarity with each

exposed to some dialect he/she might be exposed to another dialect that has some features that

ot



exist in the first dialectFor examplea speaker of the dialect spoken in Cairo, Egypés not

have gender agreemeéntverbs forthird person plural verbubjectsn his/herEA grammatical
systemHowever,since he/she might be expdse Standard\rabic, whichhas that feata;, we
do not expect to see significant intelligibility problems with respettitd persorfeminine

plural agreement with speakers of some GA dialects which have that grammatical feature.

The four local varieties are represented by elicitations of thdsaaf the Swadesh list
from two native speakers born and raised in a major city where the variety is spoken. MSA is
represented by translations of the words of the Swadesh list from two dictionaries of MSA (see
chapter 2)The lexical subsystem isvestgatedat two levels of representation, the wéedel,
and thephonemidevel. At the word level, the amount of linguistic variation is based on whether
the wordshave originatedrom the same linguistic origihe phonemic levetonsidersnore
details by measuring the lexical variation based orsithéarity of thelPA transcription of
words of the Swadesh liskhe pronunciation subsystemitivestigated at three levelShe first
and most abstract level is the phonemic lexethis level, we measure the amount of
pronunciation variation based on the similarity of the IPA transcription of cognate words in the
Swadesh listThe secontevelincorporates the mathematical representation of sound which
takes into account the phonetic featiand articulatory gestures in measuring pronunciation
variation. The third level allows the vowels to be representeetatagorically based on the
values of the first and second formant frequen®tSA is notincludedin the third level due to

the lackof acoustic data

All measures that took into account MSA have situated MA as the farthest to MSA. The
lexical measure at the word level resulteith LA as the closest to MSApllowed by GA then
EA. The remaining three measures have situated GA adabestto MSA. Two of them had
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LA in the second placé\s for the variation between the local varietig® closest to MA is EA
followed byGA and LA. The variation metriodid not provide a significant distinctidmetween

the closeness of GR MA and tte closeness dfA to MA. All variation metrics showed that

GA speakers are closer to LA hearers than EA heafés.lexical measure at the phonemic
level and the first two pronunciation measures showed that EA speakers aréoclosérearers

than GA heeers.On the other hand, the third measure of pronunciation variation showed that
LA speakers are closer to GA hearers than EA hegers Chapter 6 for more discussion about

the closeness of the Arabic varieties to each other

For manystudiesin dialectometrythe focus is categoiir different dialects into {Comment [M13]:

than an Atlas.

Using a distancenatrix rather

subgroupsKlsie 1986Babitch and Lebrun 198&bobisse 1989 The problem with this

approach is that the focus often tirib defiring dialect boundariesvhich is not the focus of the
current research. Séguy (1973) introduced the idea of providing a distance matepltrd

the method of counting the number of isoglosses between dialect sites and ruled out the problem
of dialect subgroupingn this poject, Ifollow Séguy (1973by providingresults in a distance

matrix as opposed to providing the resoltsa map.The distances reported by each metric are

best interpreted relative to other results fribvem same metric, reported in the same table

The rest ofthis thesisis organized as follosv Chapter2 discusses the datéhe data
collection procedureand thepreparation of the data for the use of the measures of linguistic
variation Chapter3 reports onthe measure ofexical variation at theword level. Chapter4
describesmeasures ofexical and pronunciation variatio at the phonemic levelChapter5
discussesthe mathematical representation of souadd respective methodology useid
measuring pronunciation variation. The conclusions, limitations, and implicatiors of this

research and future directions discussed itChaptero.



CHAPTER 2

PARTICIPANTS, DATA SOURCES, AND DATA COLLECTION PROCEDURE

This chapter covers all the steps required to prepare the data for measuring the lexical and
pronunciation variation between the varieties of Arabic. The first section discieselata
sources used to elicit the words of the Swadesh list. Each local variety is represented by two
male native speakers born and raised in a major city where thetyvagispoken MSA is
represented by twmodern dictionaries of Arabic. The second section reviews the Swadesh list
and discusses its usability for the Arabic varietidsere we found that sonedaptations are
required For example,some meanings are clfieid or restricted by context sentence. The third
section touches the issue of allowing the participants to provide more than one translation for the
items in the Swadesh list. The data collection procedur¢caisi developed to facilitate the data
colledion are discussed in the fourth section. The data segmentation and transcription are
discussed in sections five and gigspectively Section seven reports on the algorithm |
developed to predict landmarks at which the values of the formant frequercEsrgrled. The
last section discusses a Reategorical representation for vowels based on the values of the first
and second formant frequencig&e remaining chapters in this thesis discuss the procedures and
methods to measutke lexicaland pronunciéon variation between the varieties of Arabic based

on the data sets prepared according to the methods described in this chapter.



2.1 Participants and MSA Data Sources

Eachspokenvariety is represented by two male native speakers between the ages of 21
and 32. Allparticipantsare required tdyave been born and raised in a majiy where tlat
varietyis spokentheir parentsnustalso speak the sand@lect For this study, werdy consider
male speakers in order to eliminate any possible effect of gender in thé tdath.as much as
possible to have all participant$ similar socieeconomic statufrom the middle class. More

information about the participants is providedahle 2.1.

Table 2.1: Summary of the participants

Dialect 1D City Social status  Year of Birth
EA EAO1 Cairo, Egypt Middle, upper 1983
EA EA02 Cairo, Egypt Middle 1982
GA GAO01 Dharan, Saudi Arabia Middle 1982
GA GA02 Manamah, Bahrain Middle 1984
LA LAO1  Salt, Jordan Middle 1984
LA LAO2  Tripoli, Lebanon Middle, upper 1992
MA MAO1 Meknes, Morocco Middle 1982
MA MAO2 Rabat, Morocco Middle 1982

MSA is represented by twaonodern dictionaries, namelyAlmawrid (B a 6&kil abd
B a 6 a 11898)lamnd Elias Modern Dictionary (Elias and Elias 1983)Because MSA is a
standardized languagehet lexical items from thee dictionaries are considereah accurate
representation of the languagene complication was thahte dictionaries listed sontialectal
forms such as8HH6 w h &ambthe Levantine dialedtarash6 r ufrbnd the Egyptian dialect
Therefore, hiese words are removed from the data set after consattiegmodern and classical

dictionaries of Standard Arab{cuxtaar dasskaak, lisaan dalaXérab, andAsskaak fi Alluya).



Also, because the lexical items in the Swadesh list sometimes had multiple possible translations

| selected only the translations that matched the coassigned to the iten{see Section 2.2)

2.2 Swadesh list

The Swadeslist is widely used in linguisticesearch The list consists of 207 lexical
items that contain different parts of speech including pronouns, nouns, adjectives, verbs,
prepositionsand others. The Swadesh list is provided in Appendirdduding the translations
from the Arabic varieties and the original English versi®@me adaptationareintroduced to
the list to make it usable for Arabic varieties and to eliminasemuch as possible, the effect of
the other linguistic subsystems on the lexiadl pronunciation variatiomhese adaptations are
achievedby introducingthe word in a context sentence. To be consistent, all words are given
context sentenseeven if the context is not necessafhe first and most frequent adaptatien
to selecta single verbal form with the same tense and pergender, and numbeagreement for
all verbs. Thisis necessary to ensure that the participantghot providing different inflections
or tenses for the verbs. All verlae elicited in the past tenseith third-person masculine
singular agreementvhich has no prefixal or suffixal inflectisrandis the conventional form
listed in Arabic dictionaries This eliminates as much as possible the effect of the
morphosyntactic subsystemikewise, themasculine fom was selected for thvo instances of
the pronounyou (singular and plural) for consistencin addition nouns areelicited in an
indefinite (unmarked)form andcliticized pronounsareremoved Moreover, word final vowels
are not included for verbsiouns, adjectives, or quantifiers, for which the voimemost case
indicategrammatical inflection rather than lexical information. Other lexical categories such as

pronouns, demonstratives, question words, negation particles, prepositions, and cosjaretio
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elicitedwith the word final vowel maintained because this does represent lexical information for

these classes.

The second adaptatiagsnto provide acontext sentence thdtsambiguate the meaning of
somewords in the Swadesh lisAlthough a contet sentence is provided for each iteret
disambiguationis necessaryin three mainsituationsfor certain words The first situation is
syntactic where the translation of the item depends on the syntactic position of the word in the
sentence. The negation particlet, appearing as item number 16 of the Swadesh list, can be
translatedin GA as maato negate averb andas muu or miHto negate a participiabr an
adjective’ In such casg it is important to providall participants with ainglecontext to ensure
consistency. The secorsituationis based on lexical semantic factors where the translation of
the word is highly dependent t¢ime contextFor example, adjectives can be translated differently
when they modify different nouns. The adjectiviele in English can be used imide road and
wide pantsThe translation ofide pantsn EA is bantaluun waas&While wide roadcould be
translated as botlreXwaasekand rareXO® r i. Todavoid the situation where the participants
are translating the adjectives with different contexts in mind, an explicit costgxbvided
Likewise,a prepositiormayhavemore than one spatior temporameaning For examplel am
at homeand| am at thedoor denote different spatia@heaningsthe first denotes that thentity
referred by thesubjectof the prepositions inside the homeyhereashe latter means that the
entity referred bythe subject isclose tothe door. The thirgituationis when a word has more
than one meaning. For such casH#® context sentencensure that all participants are

translatingthe same word sensed avoids ambiguityExamples from the Swadesh list include

! In some varieties of Gulf Arabiene can find miin addition to the traditional Gulf negatives maa, muu and mub.
miais most likely a borrowing due to contact with varieties of Arabic, such as Egyptian, whésehmgitypical
negativeparticle
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the verblie which means to rest on a flat surface or to speak falsely. Thehawkmight refer
to the covering of a tree or tbe sound of a dogimilarly, fat might refer to the white residue in
meat or to amoverweightperson.l selected the word sense that goes in line with the data

provided by earliestudiesthat have used the Swadesh. list

In addition to the formerly mentioned adaptations, it was necessary to intrecdonge
adaptations to a set of itemstire Swadesh list. These adaptations arebased t he r esear cher 6s
experience in working with participants from the spoken variefié®e translation of item
number 40, that correspasith wife, is elicited in the construct state form (thecsdled Idhaafa).

Some participants provided an exclusively formal (MSA) translation for the word when it is not
in ldhaafa construction, so the word in Idhaafa is considered more ndtunahs also
problemaic to elicit a translation for item number 46, correspondiniirid. The sizeof the bird
playsdistinctive rok in the translation of the word, so the context sentence specified the size of
the bird The class of demonstratives (item&@) wasgiven asa topic of the sentencandthe
participants were asked to utter it while pointing to the intended ofjketcoordinatioritem

and (number204in the Swadesh listvasproduced by the participanits many different ways,
including different ending vowls. In many cases, the samarticipantprovided more than one

form. Examples of th@ronunciationsnclude: &u, wa, wu, wi,andu:. To resolve the issue of
extensive optionalityl asked the participants to add an epenthetic glottal stopausk before

and afterutteringthe item The context sentender this itemis: Ali ___ Saleh are friendsThe
direction was given as follows: say the firetmethen pause. Start the coordination element by
starting withan 8 soundif needed then pausagainafter uttering the coordinating elemefihen

say the second name. The pauses are to enforce the pronunciation of the item as a word rather

than a prefix.This strategy worked very well to eliminate the variations caused by different
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optional pronuniatiors of the same item between the native speakers of the spoken varieties
However thiscaused a problem comparing these different pronunciations to MSA behause
selectedpronunciation of the same iteisinot possiblén MSA, for which the standard forma

was used.

2.3 Allowing M ultiple Translations

The words of the Swadesh lateelicitedin two passesin the first pasgparticipantsare
asked to translate the words from English to their variety of Arabic. In the second pass,
participantsare given the words in the other varieties, in addition to the English form. The
researcher discusswith the participants the possibility of using oofethose words or words
with similar linguistic origin in their varietysed inthe same context. The purpose of the first
roundis to find the most natural translatethat the participants would providéthout seeing

what other participants have prdedd Thepurposeof the second rounis to find any possible

optionality where a cognate of a word in one

variety with the same meaninig.is worth mentioning that some participants have saidpme

cases, that the words they saw in the second round have reminded them with a more natural
translation of the English wotdAll words are provided in Appendix AThe words that the
participants provided in the first round are tagged with EMBbrevidion of ENGlish The

words elicited in the second round are tagged with Yalbreviation of other VARietie his
requirement complicates the data collection procedure becauspagticlpantmustbe aware of

all the words provided by the other particigm If a participant adds a neset ofwords, then all

2 An example is the translation of th®rd guts (Swadesh item 86) provided by the speaker GAO1. After seeing the
translation provided by the other speakers, he saiditaat = & a better translation that the waiah¥as.
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other participants have to be consulted about the newly added. Wordimplify the process |
anticipated whathe participants would potentially provide binformally consulting native
speakers fronthe varieties under considerati@md by consulting an online resourtdf a
participant introduces a word thdid not existin the list of possible words, the nemord was

added to dist thatl used to reinterviewall previously recorded participants.
2.4 Data collectiontools

The data collectioproceduras designed to allow the participants to provide translation
of the English word along witacontext sentence before thaye showrthe words in the Arabic
varieties. It is also possible to addthe list of words in the Arabic varieties as | elicit data from
the participantsFor each itenin the Swadesh listhe participant ifirst given the word in
English along with the contegentenceThen the researcher discusses possible translations in
his variety. The participants are always reminded thatringestonly provide words that they
produce in informal settings such as when talking to siblings and close friends from the same
city. When the patrticipant igady,he is asked to repeat each slation that fits the context
sentence three times. After thdietparticipant is given a set of possible translatiorise
Arabic varieties according to the preliminary data | collected about the other varieties and
according to what the previous paipiants have provided. If a cognate of any of the words exists
in his varietyandwould beusel in daily life for the given contexthen theparticipantis asked to
repeat eacbf these nevpossible wordthree times. In mangasesthe participants would say
that they understand the waaidd theymighthavehead it spoken by speakers from theity,
but they do not feel that they would say it themselves. In such, thsegordis not considered

In the event the participant ada:miew word that does not exist in the precompiled list of

% http://en.wiktionary.org/wiki/Appendix:Arabic_Swadesh_list
14



possible words in the Arabic varieties then the new word is added to the list of so the following
participants are asked aboutHere it is important to keep track of any added items. After |

recaded the data from all participants, | recompiled the list with including the newly introduced
lexical items and ask each participant about the items other participants have introduced after

their first session.

Thedata collection is facilitated lgrowsddTMList, an application | developed telp
manage the process of data collectieor. phonetic analysis and manipulation of audio files, the
Praatsoftware is use(Boersma and Weenird012. This tool is an open source program used
by the linguistic ressrch communityThe software is also used for the analysis oféwerded
stimuli as discusseddterin this chapterThe recordings took place in a soymof booth at the
Phonetics and Phonology Lab at the University of lllinois at Urgamampaign usig a Marantz
digital recorder (Marantz PMD570) and an AKG ¢520 headn condenser microphone. The

recordings were sampled at 48.0 kHz.

2.4.1BrowseHTMList application

BrowseHTMList is an application developed by the reseamssieg MS Visual C++
2005 Its main function is to load a list of HTML pagesch page is associated with an ID. The
applicationallows auserto browse through the HTML pages in thederthey arencludedin
the list. An additional function of the application is to trdztowsing historytimes This is done
by starting a timer at the beginning of each session, and the application lsgating and
endingtime for viewing eachpage relative to the timer that was started at the beginning of the

sessionThe accuracy thémeris in the range 0£16 milliseconds according to Microsoft
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MS D N EThe time log is used later tmtomaticallysegment the recordingigure 2.1 shows a
sample of the list given tBrowseHTMList Figure 2.2 showthe list produced by the program

as outputhat contains time stamps.

Figure2.1 Part of the list provided as input to theBrowseHTMLisaépplication. The first columncontainsSwadesh
list item ids, and the second columrcontainsthe HTML page file names

no_content_intro_ SWADESH_012 SWADESH_012_01_intro.html
SWADESH_012_eng_utter_01 SWADESH_012_02_utter_1.html
SWADESH_012_eng_utter_02 SWADESH_012_03_utter_2.html
SWADESH_012_eng_utter_03 SWADESH_012_04_utter_3.html
no_content_other_var_ SWADESH_012 SWADESH_012_05_other_varieties.html
SWADESH_012_var_utter_01 SWADESH_012_02_utter_1.html
SWADESH_012_var_utter_02 SWADESH_012_03_utter_2.html
SWADESH_012_var_utter_03 SWADESH_012_04_utter_3.html

Figure2.2 Partof the list producedasoutput from the BrowseHTMLisapplication. The first columncontains
Swadesh list item ids, the secorahd third columns contain thetimestampsin milliseconds of browsing the page
relative to the time of loading the list

no_content_intro_ SWADESH_012 998.406000 1006.986000
SWADESH_012_eng_utter_01 1006.986000 1008.780000
SWADESH_012_eng_utter_02 1008.780000 1011.027000
SWADESH_012_eng_utter_03 1011.027000 1013.289000
no_content_other_var_ SWADESH_012 1013.289000 1056.423000
SWADESH_012_var_utter_01 1056.423000 1059.231000
SWADESH_012_var_utter_02 1059.231000 1064.410000
SWADESH_012_var_utter_01 1064.410000 1069.090000

BrowseHTMListapplication is designed and developedbe as generic as possitde
benefit the research community running similar data collection sessions. To achieve tliis goal,
is made open soce undem GNU license agreeméhtAlso, it is designed to beasyto
customize The most customizable feature is its ability to host HTML files. HTML provides
extensive formatting that is application independtre font can be changguicturescan be
addedtablescan be insertecand much morerigure 2.3 shows a snapshot of the application

with illustrations about the controls in the application.

4 BrowseHTMList is downloadable ahttps://browsehtmlist.codeplex.com/
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Figure2.3 Shapshot ofBrowseHTMList applicatiowhen the participant is browsing the first item of the Swadesh
list. The menu bar shows controls to move to the next page and to move the previous page. The status bar shows

the number of items the participant is expected to browse. The content page shtivesword in English, the
context sentence, and a request to the participant to be prepared to rectnd translated word in the following
pages

% SWADESH_001_01_intro.html - Brcwsd-l'l'M_' o

File Item Edit Wiew Help Previous Mext

The word in English is : |

The context of the word is :
____like the book

Please, be prepared to translate only the word.

Good item 3 of 2590

A data collection session facilitated ByowseHTMListwould start by starting the sound
recording devicetten loading the list of HTML pages to be browsed during the session. This list
should besaved in a text file in the same fotdehere the HTML pages are located. The list is

loading by thdiFile A Operd menu item, dading the list instantiates a timer thwll be used to

track the time, loads tHﬁIst pagein the list and specifies the number of pages that will be Comment [M14]: i this page | had questions
about the participant?d
and their parents speak? The city they are from?

browsed in the session in the status bar of the application along with a sequence number of th{ the socio economic status?.

currently browsed page. After loading tist, | playabeeppy t h & SiylntceBne e p 0 me n u
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item. This beefs used to segment the WAV file as discussed in section 2.4.2. Then the

participant or the researcher broviseugh the list by clicking on the menu itefide x t 6 and

fiPr e v i Ibwas found that the mouse clicks generate undesirable noise in the WAV signal. To

avoid this noise, | added the functionality of accessing the menu items using keyboard shortcuts

where the keyboard was found to generate less nidisekeyboard shortcsit ar e A Ctr | +No f or
ANext d, and @Ct MdaddniordlExditity, RaBdedkthrée onars menu items in

addi t iSyncBe¢ph emefin u i thedimh t © mad e meatiowthé user tm skip an

item, redo an item, or mark an itemasad item. hes e ar e acce #sS&kd ptohroaugh @Al tem
ACtrl +SHMRetfidy@mor ACtArMatrROBadtndoriilfi@tmr | +Bo0 respectivel y.
Skipping an item is useful in cases where the participant is not recording anything related to the

HTML page he/she is viewin{n cases of a mistake or mispronunciation, the participant can

mark the current item as badhich shows on the status bar of the applicafidren redothe

recordingof that item.There is 0.5 secordkelayadded to the transitidmetween HTML pages

when he user moves to the next or previous pagks delayis to enfore a pause by the

participants especially in cases when they are asked to repeat the sartteeatimesbecause

they must wait for the next page to load before each utter@heeadata ollection session ends

by playing another beep then stopping the recording device. The application gemérgtéile

about the browsing session and saves it in the $aloer that has HTML pages. See figure 2.2

for a sample of the log file.
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2.4.2Synchronizing the timestamps and TextGridooundaries

The | ab setting consists of two main systems.

voice. This system involves an acoustic controlled environment, a microphone and a sound
recording deviceto bereferredto astherecording systemrhe second systemusedto control
the flow of the data collection. firesend instructions andgtimulusitems to the participant, and
keeps track of the time it takes in eastimulusitem, to be referredo as theflow system The

second system is facilitated bye BrowseHTMListapplication.

The recording system generaggliorecording in aWAYV file while the flow system
generates Swadesh list itdBs and timestampd.inking the timestamps provided by
BrowseHTMList within the flow systento theWAYV signal of the recording system requires
synchronizing the two systems. The synchronizasachieved by having one system
generating signal that is detected by the other systeexattly the same momenthesignal is
a sound generated by the flow system mewdbrded by theecording systeniThesound signais
designed to be epto detect in thaVAV signal It is abeepthatthe flow systenplayswithin
the BrowseHTMList application, this beepreferred asSyncBeep’ As mentioned earlier, a
menu item is added to tterowseHTMListapplication to play the SyncBeep at the beginning of
the recording session. ThePatscript is used to synchronize the timestamps provided by the
flow system with th&VAV signd. The synchronization provided a perfectly aligned Text@rid
cases where the recording session is short. In long recording sessions where the flow system is
operated byhe personal laptop of the researéhtérere was a consistent trend whtre

begiming of theTextGridis perfectly aligned whiléater interval boundaries are mataifted.

® The SyncBeep is created using http://www.linguistics.ucla.edu/faciliti/facilities/acoustic/create_waveforms.txt
[Typei square, duratioh 1 sec, sampling rate 16000, FO 450, amplitudedngle skewness 50]
°The researcherds | aptop is Dell E Vostro 3500.
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This consistent pattern seertesbe due to inaccuracy of the time tracking hardwatkah
particularmachine The shift did not appear when the flow syste@asoperatedon another
machineTo resolve the problem of misalign&eéxtGrids | added the capability of the flow

system to generate/o SyncBeeps. The first SyncBeep at the beginning of the recording session
and he second SyncBeep to be played towardeiteof the recording sessiarhe following
equations show the method to calculate the timestamps to $etuthéaries of the TextGrid
segmentdasedn thetime thetwo SyncBeepgenerated by the flow system and detected by the

recording system.

x: theinputtimestamp as indicated by the log generated by the BrowseHTMList
application.

b: the difference between the time logged for the first SyncBeep and the time the
SyncBeep is actually located in théAV file

a: the time multiplication factor calculatdédsed on thérst andsecond SyncBesp

y: theoutputtime to be used to mark the TextGrid boundaries.

y=ax+b

YO O &@EMO GO QQE YhE O HREMO G QQE DA

® Yot O @aE OYeh o Ondm & 0
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25 Data segmentation

Each data collection session ends with a ssandrdingand a lodile containingitem
IDs and timestampgeneated by BrowseHTMList. The timestamps ay@chronizedisingthe
procedure described above. After that, a TextGrigkiseratedvhere each line in the log file is
associated with its relevant part of the&AV signal To improve the quality of the alignment, |
ran aPraatscript that marks the pausieshe WAV signalin a TextGrid’ There are two
TextGridsat this staggethe first marking the IDs of the@wadesh itemin the TextGrid intervals
The second marking thetervalsof pause and speecim another TextGridA script is
developed to get the utteran@s of eachSwadestitem from the first TextGridandattach it to
thebest matchingitterancentervalin the second gridrhis generates rmew TextGrid with
Swadesh itemmarkedin the intervalof speechTo review the results, all the TextGrids are
combined and a script goes though the potential lexical itemglaysthem for the researcher
to review. Mistakes can be easily fixed by having all TextGrids in one Praat witdmanual
reviewis necessaryo checkfor errorsand fix cases where the boundaries are not set correctly or

when words are given an incorrect Bigure 2.4 shows a sample of a TextGrid.

" This step is achieved with the helprofrk_pauses.praah script developed bMietta Lennesavailable at:
http://www.helsinki.fi/~lennes/pragcripts/public/mark_pauses.praat
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Figure2.4 Shapshot from a TextGrid for the production of Swadesh item numi3ss produced by onef the
participants. Starting frombottom up: Tier 3contains the results of the mark pauses step. T&as the result of the
TextGrid generated based dBrowseHTMListTear 1 is the TextGrid used to segment the Swadiésims.

00440

-0.06909

SWADESH_00) SWADESH_00 SWADESH_00, sentence

1 ause ause ause 2 pause
P 4_eng utter 01 P 4_eng utter 02 P |_eng utter 03 L (7131)

[BAD_ITEM_no_co [
T2 SWADESH 004 eng_utter 01 SWADESH 004 eng utter 02 SWADESH 004 eng utter 03 ntent_other_var_S ‘2.,1 1807)
WADESH_004 -

sentence

3 pause pause pause pause 7131)

2700824 412700624 Visible part 6 179110 seconds 418 A7993 7501 162734

Total duration 8010 042667 seconds

At the end of this stagérun a script to resolve any possible redundancy in interval IDs
then another script to segment W&V signalbased on the TextGrid. Each interval ID is given
to the extracted file name. The last step is to allow simpler accessibilitgatyng arHTML
page where all items are listed along with their IPA transcription, Arabic script, asddittie

sound files of the three utterances

2.6 Transcription

All words are transcribed in both Arabic script and IR4abic script is used to build the
list of words that the participants will be given as words in other varietlepaicipantsare
born and raised in a major city in theafsrworld sahey are expected to loapable ofeading
words in Arabic scriptlPA script islaterused as input to theeasures ofariation(see Chapters
3-5). To minimize the amount of manual work, | developed a scrigéteratean IPA

transcription based on the Arabic script. Avoiding complicetiin the process of generating
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IPA script based oArabic scriptis achevedby following a set of guidelines to transcribe in

Arabic script

The primary guideline ahetranscription based on Arabic script is to have-ttrene
mapping betweethelPA symbolsandthe Arabicsymbols.The first guideline causes alterations
to way the script is normally used. Shetsecondary guideline to have the resulting Arabic
transcription as comprehendible as possible to educated native speakers ofl Asdd®nly
one symbol to represent a glottal stop in Arabic script, the symbqglighich is one of the
symbols representing the glottal stbalsoborrowedletters from Persian script to represent
some sounslthat are not represented in Arabic script, the introduced symbolsand to
representg/ and tlbrespectivelyln addition | used the diacritisukuun(used to mark the
absence ofvowelin standard Arabic scripto themarkshort mid vowelo/. All Longvowels
are transcribed @mandp. Then, each letter in Arabic is mappedhe corresponding IPA
symbolaccading totable 2.2mandp are considered glides if they are preceded or followed by a
vowel and transcribed asandy respectively. Otherwise, they are transcribed as long vowels U
and | respectivelySome sounds vary from one varietyatwotherthese are mainlgandthe
word finaltaa marbuuta WTheyare mapped e pendi ng on t heNoethatthe ci pant s di al ect .
Egyptian variety does not have theundsAand so the standard Arab@is used to represent
the sound g, this increases twrprehensibilityof the resulting scriptAfter the auto conversion

from Arabic to IPA, all words are manually reviewed and corrected in cases of mistakes. As

mentioned earlier, Appendix A contains all the wasfithe Swadesh list form all participants
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Table 2.2: Mappings of Arabic letters to IPA letters

Arabic Scrip|IPA | Arabic Scrip/IPA Arabic ScripIPA
L K |[RWM A ForLA
Ui Al M Variety & Otherwise
q |t [ |$ M | dependen = ForMSA and GA
¢ conversion;
8 |/| ‘I’ 6— ForMA and LA
78 M|= g ForEA
O x P If FA
b d (0] q Long W I preceded or followed by a vowel
Mo Lk vowels U otherwise(long back high vowel)
and glides
pr bl Y  If preceded or followed by a vowel
Cliz ajm p | otherwise(long front high vowel)
E Is A n a low vowel
€ = nh Short _|U  back high vowel
J au X g vowels ~ i front high vowel
i ¢ voiceless postalveolas — [ mid vowel
affricate. Also written as/ t + germination for consonants

M S A d&caxalic system contairthreevowel categoriesEachof the threecategoies
consists of short and long voweg&hort vowels are represented by diacritics and long vowels are
represented by lettens the orthography of the languagighe number of vowetategoriesn the
spoken varietiess larger Quanifying the variation between varieties of different vocalic
systems is problematiecause the variation depends ongtamularity ofdefining vowel
categoriesProvidinga finegrained representation of vowadfsmt capturesfor examplethe
contrastdetween voweldue to thepresence or absence of emphatic consoneads to having
a largeamount of variatiorthat is derived from having different vowels; however the vowels
might be close phoneticallyo resolve this problem, | provide two measuregronunciation
variation. One based on a small number of vocalic categories and the other based on the formant
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frequencies of the vowels in each utteraMd8A is excluded from theneasure opronunciation
variation based on the formant frequencies beraithe lack of the acoustic datat the other
level where the variation is based @small number of vowelghe representation ebwelsin
thespoken varietieshould be made comparable to what we know abt&A0 gocalic system
One might think thait is betterto limit the number of vowel categories to three in an effort to
have the same number of vowels in sppeken varietieand inMSA. However the existence of
mid vowels, including schwién the dialects maleethe problem more complicatedne
approach to solve this problem is to set the number of vowels to four in the diateuis.have
three vowels that are considered similar to the vowdl$S# and a midvowel. This is not to
claim that the spoken varietibaveonly four vowels in theivocalic inventoriesmost of them
have moreThe use of four vowels only is justified because we are comparing alye#stand
because we havemaore finegrainedrepresentation of vowelsased on the first and second

formant frequencieat a level of cormparison wherdSA is notincluded

The conversion of the consonantsMiSA from orthographic letters to IPA is based on
the researcherdés knowledge of the |l anguage and based on t

pronunciation ofi:m (6) is consideredo be a voiced alveolar affricae (Holes2004 p. 58).
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2.7 Predicting vowellandmarks

Measuring the formant frequencies for vowels startt®bgting alandmarkwhere he
formant frequencies ate be sampled developed an algorithm faredicta landmarkfor
vowels in theacousticsignalusingtheIPA transcriptioras one of the paramete¥sowelsare
expected to b the syllable nucleus positi@ndtheyare expected to be the loudest phonetic
segments in the acoustic sigridiermelstein (1975)leveloped an algorithte segment the
acoustic signal into syllabldsmsed on loudness maxima and minima. The loudness, as he
defined it, is a time smoothed and frequency weighted summation of the energy comdeamg
and Wempe (2009) developed an aition to detectsyllable nuclei in an effort to measure
speech ratelheir algorithm is based on locating intensity pethied are preceded and followed
by dips in intensityFollowing the same principle, the developed algorithm locates the vowels
based ooudnessTheinputs to the algorithm atbe acoustisignal, the IPA transcription of
the word, and thapproximatedverage formant frequencies of the vowelsthe speakeiThe
output is a list of vowelthat existed in the input IPA transcriptiand thepredictedandmark
for each A value less than zero is assigned tol#melmark when the algorithm fails to locate the
vowel. The availability of the IPA transcription is an additional clue Matmelstein(1975) and
De Jong and Wemp@009) did mt have. Thee are threenainbenefits of having this extra
input theexact number of vowelgandthereforethe number ofoudnesgpeaksis known the
vowelsandthe approximatevalues oftheformant frequencieare also knowii this is given as
input to the algorithmandthe number of voiced segmeilgsknown,sowe can map each vowel

to its corresponding voiced segment.

The processf predicting vowel locatiois divided intofour stage using heuristics to

automatically leate vowel landmarks with significantly higher than chance accuracy (see Table
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2.6 at the end of this sectionhe firststagdimit s therangeof the locatiorprediction by

mapping the relevant voiced segment in the IPA transcriptitimetoorrespondingoiced

segment in the acoustic signlaentifying voiced segments in the acoustic signal starts by
calculating the value d¥0 everylms, which is a shorter interval than the shortest pogsitiée
period Consecutive values of Rfiat arewithin therange of validvalues for pitch &

considered voicedegmentd Supplementing thionsecutive voiced phones in the IPA
transcription aralso consideredoiced segments. If the number of voiced segments in the IPA
transcription equals the number of \aicsegments ithe acoustic signal then the location of
voiced segmentsf the IPA transcription are mapped aeone to the corresponding voiced
segments of the acoustic signélthe number ofoiced segments in the acoustic sigsahore
thanthe nunter ofvoiced segments in the IPA transcription thessume that there are some
voiced segments in the acoustic signal #ratlivided into more than one segment. This idgsue
resolved byepeatedlymerging the smallestoicedsegment in the acoustic signal to the closest
voicedsegment to itintil we reachanequal number of voiced segmerftggure2.3 shows an
example of merging tweoicedacousticsegmentsThis problem is apparentijueto having

some parts of the voiced segnt where the calculation of the pitch did not provide a valid value.

Which in turn,could bedue to creakiness or some distortion in the acoustic signal.

8 This taskis accomplished by running tieaatcommandT o For mant (burg)é 0 5 5000 0.025 50
The threshold for pitch is set to 170 Hz, values more than the threshold are not considered valid pith values.
Calculating the pitch using other techniques or hgrainother dataset might result with another threshold.
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In the case of having more IPA voiced segraémin acoustic voiced segmeritse
solutionis a bit more complicated his could happen if some of the voiced segments are
devoiced by the speaker or if some of the unvoiced segments are voiced in aaforaied
segmentsThe solution is to predict the devoiced segments and ignore them from the IPA
transcription. If tle mismatch in the number still exist, | force merge the voiced segments in both
sides. The force merge accounts for cases of voicing a voiceless phoneme in context of voiced
phonesAfter looking closelyatthe dataetin hand,| composedour phonologicakules to
account for the cases of devoicioigphonetic segments at word boundary positidihss
strategy resolvethost of the problemis the datasetNeverthelessdifferent languages or
datasets might have different rules or different ordesingiles. The rules irtheorderused for

the Arabic datsetin this studyare as follows:

1. Ignore avowel between two voiceless stops in the word initial posi#atounts for
devoiced vowel between two voiceless stops in word initial position. In such cases,

28



Figurdn ®n ¢ KS dai 1 RNI WRBGARSR 068 9! nm  AyimbérNg. ThaSchwai 2y T2 »\{Commem [016]:

2000

1000

vowels arepredicted to be voicelesBigure 2.4shows an utterance where a schwa
between two voiceless stops is devoiced in word initial position. This caused the
acoustic signal to have only one voiced segment while the IPA transcription indicated
two. Thealgorithm ignores the first voiced segment in the IPA transcription and
matches the remaining voiced IPA segments to the corresponding segments in the

acoustic signal.
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2. Ignore avoicedconsonant or vowedftera voiceless consonant in the word final

position Accounts for devoiced segments of single phonafteza voiceless

consonanin word final position Figure 2.5shows an utterance where a word final

nasal is devoiced, or almost not articulated, after a voiceless stop. The last voiced

segment in the IPA transcription is being ignored.

Figurdh @ p

3000

¢KS dzii SNI yOS

aolk GvMyé

utterance final nasals devoiced.

LINE dtenRrisiRoer®8. THe! nm Ay 0 {Comment [017]:

2000

1000

-1000

Amplitude

-2000

-3000

—4000

IR
[Binu i N 0r-valid pitch values

Valid pitch values

~5000

10000

20000

30000 40
Time (samples)

00

50000

60000

03

EAOlSWADESH_OSS_eng_(F

00

30



Amplitude

3.

Ignore avoicedword initial consonant before a voiceless consondatounts for a

devoiced consonamwtuster containing a voiced consonant followed ypigeless

consonant in word initial pasdn. Figure 2.6shows an utterance where the word

initial voiced stop is devoiced before a voiceless fricative. The first voiced segment in

the IPA transcription is ignored.

Figurdh @ c

3000

2000

1000

-1000

-2000

-3000

—4000

¢KS dzii SNI yOS

a3aMLNE

utterance initial voiced stop is devoiced.

Valid pitch val

ues

N [ 011-valid pitch values

10000

20000

00 &
Time (samples)

50000

60000

_02

LINE @nménider8RTh® ! nm Ay [cOmmem [018]:

GAO1/SWADESH_033_eng T

00

31



Amplitude
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Ignore avowelfollowing a voiceless stop artecedinga voiceless consonant in

word initial position Accounts for devoiced vowels after a word initial voiceless stop
and before aoiceless consonant. In such case, the vowel is predicted to be voiceless.
Figure 2.7shows an utterance where a vowel after a voiceless stop and before a
voiceless fricative is being devoiced. Similar to the first three rules, one of the voiced

IPA segmets is ignored. In this rule, the ignored voiced IPA segment is the first one.
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If the number still does not match theenmgethe voicedIPA segmentstarting by the

first voiced segment and ending by the last voiced segimenbne segmenSimilarly, merge

the correspondingoiced acoustisegmentsThis enforces the number wbicedsegments in
boththe acoustic signal artle IPA transcriptiorto be equal to one. So, the algorithm never fails

to match the number of segmerfgyure 2.8shows an utterance where a voiceless fricative is

detected as voiced fricative in context of voiced phonb is a frequent phonologicethange

that is recovered by the merger rule.

Figurd2.8¢ K S dzii (i S N¥y QNP RISTRNIO &
voiceless fricative /f/ is voiced in context of voiced phonemes
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The secondtageof the algorithm is t@valuate the loudness of the acoustic sighlaé¢

first stepis to split eachvoiced segment of the acoustic signal into acoustic units where the

loudnesss computed andomparedthe acoustic units are the pitch periods identifiecinge of
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75 to 500°. For eactpitch periodin the acoustic signaihe loudness isalculatel based onwo
methodsThe first methodtalculatedoudnesdased on thaverage amplitude of the abstu
values of thesound pressure valude be referreds the average amplitude methdtie second
methodcalculatedoudnessased orthe maximum value of sound pressure mitlusminimum
value of sound pressure in the pitch perimdbe referred as the maxin method Each method
generates a sequencevaluesrepresenting the loudness of the acoustic sightile relevant
voiced segmenBoth of these sequences of values are considered later in the afadysis.2.9
showsthe pitch periodsindtheresults oftwo method®f evaluating the loudneés anutterance
containing two voicedegmentsthe first voiced segment contains two vowels and one vowel in

the second voiced segment

Figurdh ®cp ¢ KS dzi SN yOS 4&F YI1lé LINPGARSR @BWiA! nm Ay ﬁ[commem[ozﬂ;

illustration of the two methods of evaluating the loudness 01_Qa

EAO1/SWADESH 45 _eng

Voiced segment:1 Voiced segment:2

([T
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I

* Evaluation of loudness using the average amplitude method

@ Evaluation of loudness using the max-min method

° This taskis accomplished by running tfeaatcommandTo PointProcess (periodic, cc)... 75,
500
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In the thirdstagel find a preliminary landmark for the vowels based on the maxima in
the loudness sequencéfsthe number of maximen theloudness sequeneguals the number of
vowels in the corresponlj voiced segment, then tloeationof maxima are set ggeliminary
predicted vowelandmarls. However, due to natural fluctuations in the acoustic sighel,
number of maxima isftenmore than the number of vowels that caseheloudnessequence
is smoothed repeatedlyith the Simple Moving AveragéSMA) algorithm(window size3) until
the number of maxima is equal to or less than the number of vd@éls recalculateshe value
of each point in theequence as the average of the point itselfpamuls before and after it. So,
each valuat indexi is calculatedas theaverage of the valuesiatlicesi-1, i, andi+1. In the
event thathe state of equal number of maxima and vowels was not reahkqatediction based
on a loudness sequence faiter the purposes of this study, SMA provided satisfactory results.
However, he vowel prediction algorithm can be potentially improved by experimenting with
different smoothing techniquesigure 2.10 shows the repeated smoothing of the loudness
sequence of the utterance plotted in Figure 2.9. For instatheeloudness sequence of the first
voiced segment evaluated using the fmam method contained three maxima while the relevant
voiced IPA segment contained two vowels. After smoothing the sequentienenwe are still
having three maxima. Smoothing the sequence again resulted with two maxima that are used as

preliminary predicted landmarks for their corresponding vowels.
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illustration of the prediction ofthe preliminary vowel landmarks using the two methods
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* Evaluation of loudness using the average amplitude method
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A Maxima mark
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As mentioned earlier, the preliminary predicted volaatimarksaresetto the maxima of
the repeatedly smoothed loudness sequsmmeea statewith anequal number of maxima and
vowels is reachedf the preliminary predicted vowel location happened to bepunlse where
the value othefirst formant frequency or the valwé the second formant frequency is not stable
then the algorithm scans for the closest stable pulse located between the minima around the
maximumof the preliminary pedicted vowelandmark Thestability of apitch period regarding
the formanfrequenciess defined by having a standaddviationof the valuegor both thefirst
andsecond formant frequeiesin thepitch periodof less than 5. If a stablepitch periodis
found then the predicted vowlahdmarkis set to theenter of theloseststablepitch period
otherwise the predicted vowleindmarkis set to the preliminary vow&ndmark By the end of
this stage we have predictionsfom two methodg$or each vowel with the possibility of failune
one of them or botlEachpredictionis evaluated based on the two definisaf loudness in the

previousstageand based on the stability of the first and second formant frequencies

The fourthstagecompareghetwo preliminaryprediction valus and selects the one that
generated values dfe first and second formant frequenditsesto the expected valsdor
thefirst and second formant frequencadghe vowes encoded in the IPA transcriptionhis
stagerequires the average values of formant frequencies for each speaker antl famvesito
be estimatedThe estimatiorof the fomant frequeng valuesfor each speakemdvowelis
based on a manually segmenseanpleof thedata. Thesampleof vowelsis a subset ahe
elicitations of the Swadesh list. From each patrticipant, thetiect words containing
productions of each of the four vowalseselectedThe total number of the manualiggmented

vowels is 2888 participants x 4 vowels x 3 words x&petitionsfor each worjl Foreach

% The value of 50 is an aubc number that is set based on trial and error.
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vowel productionl measurd the first andsecond formant frequenciesthé mid-point of the

vowel. Then | deletd oneof the thregepetitiors thatgeneratedhe most distant formant
frequenciesesulting in192vowels Then | manually deleted 4dwelsbecause they provided
outlying, unreliablevalues for the formant frequencies. After the last,dtepaveragevas
calculated based on the remaining 148 uttemr®® each vowé formant frequencies are based
on 3 to 6 utterance3able 2.4 shows the values of the formant frequencies for thelsdor

each participaniThe estimated valsef theformant frequencies are usedselectone of the

two vowel landmarks predicted by the previstageof the algorithm. Table 8.shows the

number of vowels in the data set, the numberedlictionsproduced by each methadd the
number of predictions selected from each method, as well as the number of vowels for which

both methods failed.
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[Tablel2.4: The values of the manually calculated vowel formant frequencies for all vowels for each ppatiti

SPEAKER_ID| VOWEL formantl formant2
a 450 1533
EAOL D 370 1621
i 242 2299
u 297 840
a 489 1481
b 333 1622
EAD2 i 272 2083
u 325 843
a 450 1170
b 426 1224
GAOL i 340 1974
u 340 1006
a 612 1219
D 454 1331
GAD2 i 315 2169
u 412 766
a 510 1326
b 384 1481
LAOL i 293 2270
U 340 864
a 370 1313
b 297 1184
LAD2 i 273 2018
u 328 739
a 603 1347
D 473 1413
MAOL i 302 2154
u 450 988
a 463 1319
D 374 1312
MAO2 i 262 2348
u 383 938
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Table 25: Resultsof the prediction algorithm

Count Percentages

Vowel count 9534 100

Cases of vowels predicted to be voicelegs 27 0.28
phonological rules

Predictiongproduced by the average amplitudg 9200 96.5
method

Predictionsproduced by the maxmin method 9224 96.75

Selectegredictionsproduced by the average 6664 69.9
amplitude method

Selectedoredictionsproduced by the maxmin 2723 28.56
method

Both methods failed to predict a landmark 120 1.26

To test the accuracy of tipeedictionalgorithm, | randomly selected 132 words from the
datasetAll word repetitions are manually segmensadthestart and end poinfsr each vowel
are known 737 vowels existed ithis data setThe algorithm described above correctly detected
650vowels of the testing data s&82% of the vowels are correctly detect@the 11.8%ailed
casesre either due tafailureto smooth the loudness semeeso thathe number of maxima
equals the number of vowels due toamispredictionwhere the predicted vowel landmark is
outside the vowel. Table@summarizes theesultsof thetesing data setGiven the large
number of vowels in the study wherenanual segmentation of the vowels is not feasible, the

accomplished accuracy is considered satisfactory.
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Table 26: Resultsof testing the prediction algorithm

Count Percentages
Vowel count in the tebtg data set 737 100
Cases of vowels predicted to be 1 0.14
voiceless
Vowel predicteccorrectly 650 88.2
Vowel predicted incorrectly 75 10.18
Failed to predict a vowel landmark 11 1.49

2.8 The noncategorical representation of vowels

| obtain a norcategorical representation of vowels by representing each vowel by two
numberderived from the values of first and second formant frequency at the predicted
landmark The objectives of doing so are to provalenore finegrainedrepresentation of the
vowelsthan the four categories used in the transcripiach to rule out the sulggvity of the
researcher in deciding what the vowel is in each wbne guidelinesof the design of the
proposed representation of vowale(1) to have each vowel represented by two numbers that
reflectthe place of articulation and the degree of auetgin at the place of articulatiofR) To

havea considerable amount of thaluesbetween 0 and, this guidelines is to simplify the way
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the values are used to calculate the pronunciation variation (chapiée3ast guideline i€3)

to rule outphysiologicaldifferencesamongthe vocal tractef the speakers.

| follow aneightstepprocedure to achiewle proposedepresentation dhevowels.

Thefirst stepis to calculate the values of tfiest and second formant frequencies at the ( comment m24]:

Calculate F1 and F2

predictedandmarks for the threepetitionsof each Swadedlist item. Therefore, each vowel in

each words represented bthree estimations of the formant frequendﬁe second stdip to ( comment [m25}:

Delete one of three

delete the prediction that generates the most distant fbfneguencies from the average

formant frequencieshe averages are calculated for each speaker and for each vowel based on a

sample as describéa section 2.7The third steps to eliminate outliers. For each vowel ( comment m2e]:

Eliminate outoutliers

category ad for each speakerchlculatethe mean and standard deviationh# tlistance
between the formarftequencies of the vowels and the averfmgmant frequencied/owels that

aredistantmore than fourimes the standard deviatioi the disances between vowels and the

relevan average/owelsareset as outliersThe fourth stefis to recalculate the formant averages —( Comment m27:

Recalculate averages

based on the results of steps one through tiré¢o repeat step two and step three based on the
newly calculated averageBhis step is motivated because nowhave a data set that enables us
to achieve a more accurate averagfes averages used in the previous step Wwased on a

relatively small sample as describedSiaction2.7. Table 2.7 shows the values of the

recalculated averages of the formtiatjuenciesThe fifth stepis to assigndefaultvalues for the {?g)lmdmentd [M28]:
alled predictions.

Assign value for outliers and}

formant frequencies of thmutliers the cases of failed predictioaad the cases of predicted

voiceless vowels agported inTable2.4. The default values are the average formant frecjasn

for eachvowel for eachspeakerThesixth stepiis to normalize the values of the formant (comment [M29]:  Normalize
frequencies teliminatethe physiological differences among speakieused Nearey1978)
normalzation techniques s i ng fiNeareyl, formant intrinsicd technique
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Thomas andKendall (2007}, Theseventtstepis to scale the normalized valugs thata ((comment (M30]:

Scale between 0 and 1

considerable amount of the value#is range between 0 and 1. This is done by calculating the
ovenll average fothe first and second formant frequencydach vowehcrosspeakerskeep

in mind that theprevious step normalized the differences between spedkersmallest and
largestaveragesire scaled to 0 and 1 respectivdllie same ratio afcaling applies to all
vowels.This method of scaling result&u48% of the scaled formant frequendie=sngin the
range of O and 1 for both scaled formakigure 211 shows thepositions of thescaled values of
the formant frequencies ftine vowelsIn addition, it shows the dispersiofnthe values by

circles marking one standard daviation around the average yvdastsged circles correspond to
short vowels and solid circles correspond to long vowidie corners of thdottedbox represent
the valus ((0,0), (0,1), (1,1), (1,0)Note that each edge lies on at least one of the averages of
either F1 or F2The eighth step is tencodehevowels in the IPA transcriptioof the words in

the Swadesh list necategoricallybased on the values calculatedhe seventh step

1 The calculation is based éntp://ncslaap.lib.ncsu.edu/tools/norm/normi.php
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h’ableQA:The values of the manually calculated vowel formant frequencies for all vowels for each participant

SPEAKER_ID| VOWEL formantl formant2
a 482 1283
EAOL D 389 1101
i 317 2037
u 340 801
a 451 1391
b 373 1638
EAO2 i 256 2227
u 308 923
a 525 1338
b 508 1229
GAOL i 340 1926
u 370 1047
a 604 1396
b 563 1437
GAD2 i 308 2225
u 382 777
a 534 1272
b 360 1542
LAOL i 290 2270
U 327 956
a 478 1383
b 279 1554
LAD2 i 317 1898
u 297 909
a 492 1319
D 460 1338
MAOL i 313 1898
u 380 1010
a 431 1331
D 446 1377
MAO2 i 308 2047
u 349 1041

44

[ Comment [M31]:  formants_averages.txt

)




Figure2.11 Plot of vowels produced by the speakerShe circles show one standard deviation around the average
formant frequencies for each voweDashed circles correspond to short vowelEhe corners of thelotted box
represent the values ((0,0), (0,1), (1,1), (1,0)).

F1

F2
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CHAPTER 3

MEASURE OF LEXICAL VARIATION BASED ON THE PERCENTAGE OF NON -

COGNATE WORDS

In thischapter| report onavariation metriddased on the percentage of ramgnate
words in the Swadesh list. The basic assumption is that the closer the varieties are the more
likely they are tchave cognate words with the same meaning. A pair of words is identified as
cognates if they share the salinguistic origin Cadora (1979) used a similar method to assess
the lexical relationships among major Urban Slyethanese varieties. He used adis200 items
that consisted of 100 items from the Swadesh list and 100 itemd#mmsorS a 6 i d®6s | i st
Cadora highlighted the possibility of having a pair of cognate words in two varieties with
different meanings or with slightly different meanings.dé&e the example of the meaning of
dedin Damascus and Aleppo it andsariir respectively. A cognate ahriir exists in the
variety of Damascus with the meaningdofib.6 This highlights the importance of specifying the
context of the words in the Swadesh lst. example from the Swadesh list used in the current
research is therord fat thathas two senses, as a noun it means the subg#rficend in human
and animal bdies and as an adjective it meafm®se The first sense can be translatediasin
in EA, according to the informant we had. While a cognate of the Egyptian svoiid,n LA
means the second sense of the wob&se Presenting thparticipantswith only the English
words might lead to such confusion, where translation of different senses might be provided. To

eliminate confusion, Cadora defined the term of contrastive compatibility as a pair of non

2 FergusorS a & i di$net pubiisised; therefore, there is no citation for it.
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cognate words with the same meaning. In the presety,ghis problem is resolved by
specifying adisambiguatingontextto each of the Swadesh list, the contforces all elicited

items to have the same meaning.

Cadora employed the same widely accepted method of using the percentage of non
cognate wordso measure the lexical distance. He found a correlation between the geographical
distance and the lexical distance of some varieties. He divided the.Slyapese varieties into
three main groups that reflected their geographical locations. The Lebaneses;an addition
to the Syrian variety of Latakia, are categorized as the western group. The dialectBiZoeir
stands alone in the eastern group. The other major Syrian vafidiemascus, Homs, Hama,
and Aleppoi constitute the central group. Héso examined other major varieties of Arabic
outside the Syrdebanese area and the lexical distance between these varieties and all the Syro

Lebanese varieties in his stu@@yadora 1979)

Kessler (1995) used two methods to define cognates. In thenfitsiod, called etymon
identity, words are defined as cognates if their stem has the same ultimate derivation. In the
second method, called word identity, words are defined as cognates dinéyford is also
cognate at the morphemic level; each morphemthé word must be cognate in the pair of
words Kessler compared the two methods against previously developed traditional methods to
develop dialect maps. The first method seemed to resemble the traditional methods more than the
second. In addition to tke two basic methods, Kessler developed other metricsatleat

reviewed with more details in the relevah@apterdater in thisthesis

Gray and Atkinson (2003) used the idea of cognate words to estimate when a set of Indo

European languages diverged freach other. They looked at the shared cognate words between
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the languages under consideration. It is important to note that the definition of cognate words
they useds different from the one we are using. The main difference is that Gray and Atkinson
(2003) excludecases of borrowingrom the list ofcognats; as for the current researcliprds

are consideredognatesf they have the same linguistic origiwhetherby borrowing or genetic
inheritance The difference is justified by having different purposes, wiieegurposeof the
current studyis to reflect the degree of mutual intelligibilityOn the other hand, Gray and

At ki nsono6s i nt ent idigengencewime betwdemn thedasiguagesantthe histonye
The decision of whether a pair of words are cognates or nauisjective judgment based on the
researcher sé Kk n o woreach entryanfthe Svadeshl list,nl @ssiga g enique 1D
for the set of words that are considered cognaietmble containing decisions of cognates and

non-cognates is provided in appendix A.

The design of théexical variation metribetween two varieties in this studybased on
thelikelihood of aword to be prducedas a translation of the Swadesh iistn by a speaketo
expresghemeaningmplied by the context sentenaadthe likelihood ofa cognate of that word
to be alsg@roducedoy a hearer from the other varie@ne oftheguidelines for the data
collectionis to have the participantsrovide only the words that they would produce when they
speak the language. If both the speaker and hearer would produce a word from the same
linguistic originto express the same meanthgn the commmication is expected to be
smootherSo, the smoother the communication is the smallearth@unt ofvariation should be
to express that the varieties are closer to each.dtbeexamplejtem 39 of the Swadesh ljst
&hildéin reference to a 5 yearsdothild as the context speiei§, is producediswalad and Y&yyil
by EA01 (he first Egyptian participaptandis produced as ~ and>dyyil by EA02. Since the

Egyptian variety is represented by thetparticipants in this researdhg likelihoodof the word
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Yéyyil to be produced is 50%, and 25% éach ofthe other two wordszrom the perspective of

a hearer from the Gulf variety, a cognate of i$ dvdilablewhile no cognate ofvalador yyil
was provided by the Gulf participan®herefore25% of the possible forms are shared in the
Gulf variety, sathe contribution of item 39 of the Swadesh list for an Egyptian speake&dhd
hearer isan amounbf 0.75 because three out of four words are4eognatesApplying the same
procedure for alords in the Swadesh list and taking the average of the contribution of each

word results with theneasure of lexical variation

The current algorithm gives words provided by the speaker(s) equal weights. It might be
considered more intuitive to assign ¢ég weights for more frequent words. For instance, the
weights might be derived from a corpus based on the frequency of the words. A corpus to be
used in this situation needs to be big enough to contain all the words or at least most of the words
of the Svadesh list. While this would be a good idea, frequency is not considered in the current
research because such corpora unfortunately do not exist for all varieties under consideration yet.

Therefore, all words are weighted equally.

Table3.2 summarizes the resutisthemeasure of lexical variatidnetween the varieties —{ Comment M32]:

start of results

of Arabicbased on the words elicited by the participants including words they provided based on
theEnglish word and English context senteateng with thevords they povided based on

what other participants have provid@@ble 3.3 shows the results based on the words that the
participants provided before they had the chance to know what other participants provided. This
shows the effect of incorporating the extra siepsking the participants about therds

provided by other participant$lainly, this caused the amount of linguistic variation to become

smaller for most pairs of varieties to different degreesulropinion, this step is necessdoy
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reliably measurdénguistic variationand will be included in the following measure of linguistic

variation Table3.4 shows the amount of lexical variation between the participants.

Table 3.2 The lexical variation metric betweenthe varieties of Arabic.

Table 3.3 The lexical variation metric betweenthe varieties of Arabic based on words provided onlyby the English form
of the Swadesh list

Hearer
EA GA LA MA MSA
0.10 0.28 0.14
& 014
s LA| 016 0.15
& mA 0.30 023
MSA| 0.9 0.14

Hearer
EA GA LA MA MSA
0.15 031 0.14
E 0.15
s LA 0.19 0.15
&F MA 0.32 0.27
MSA 0.22 0.17
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Table 3.4 The lexical variation metric betweenthe participants in the experiment

Hearer

Speaker

The closest varieties to each other are EA, LA and GA, while MA is farther from the
others. As a generalization, we observe from these tables that geographically proximate
languages are also linguistically more similar based on the lexical variation.rhetrking at
the amount of lexical variation between speakers of the same variety, we also obséinee that
closest pair of participants is th#\ speakers as they are from the same city, they are also close
geographically. ThéMA participants are from dirent cities in the same country, they are also
close to each other lexicall@2n the other hand, the two GA patrticipants are less close to each
other compared to the EA and MA participafitise GA participantsare from different countries
although the ties they represent are close to each otbienilar to the GA participant3heLA
participantsarealso less close to each other. They are fr@mfar away cities located in two
countries without a common border between them. As a generalization babedimited
number of participants in this study, speakers from different countries tend to be linguistically
more distant. This generalization should be confirmed by considering more speakers from more

diverse geographic distances and from more location

Additionally, the asymmetry of the measurement is apparent, such as when comparing

the amount of lexical variation between EA speakers and GA hearers in contrast to the amount of
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lexical variation between GA speakers and EA hearers. This differefeoédal variation is

because the different varieties may have different inventories of lexical items that would permit
the comprehension of those lexical items in another variety; for example, if a speaker of one
variety knows two words for an item on thst, they would fully understand a variety that uses
only one of those words, but a speaker of that second variety would only understand a speaker

from the first variety half of the time.

The amount of lexical variation betweEA speakers and hearers from the other varieties
are less than the amount of lexical variation betwe&imearers and speakers from other
varieties. This mirrors a pattern of intelligibility we observe regarding the communication of
Egyptian speakers and mbers of other varieties; the Egyptian speakers are understood better
than they understand members of other varieties. This, most of the time, causes speakers from
other varieties to accommodate for Egyptian speakers. Additionally, we observe from the data
that the amount of lexical variation between LA hearers and speakers of other varieties are less
than the amount of lexical variation between LA speakers and hearers from other vatigties.
might imply thatmembers of the LA variety are able to understand members of other varieties

better than the othemrietiesunderstand them.

The results also show that the closest variety to MAS is LA as both hearer and speaker.
Followed by EA and GA; GA is closéo MSA as hearer while EA is closer to MSA as speaker.
The farthest to MSA is MA. However, the significance of the differences among some of those
measurements is questionable. The next chapter reports a megeafimed measure of linguistic

variation with moe detailed analysis of the reliability of the measure.
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CHAPTER 4

MEASURES OF LEXICAL AND PRONUNCIATION VARIATION BASED ON PHONE

STRINGS

In thischapter| consider thgphonemic representatido develop a measure of lexical
variation and measure of pramciation variatiorby comparing the IPA transcription of the
words of the Swadesh lisfomparing all words of the Swadesh list results witheasure of
lexical variation that takes int@weount pronunciation variatiai$ection 4.1 Comparingonly
pairsof cognate words resulis ameasure opronunciation variationgection 4.2 EachlPA
symbol in thetanscription string of a worid considered as ancapsulated unithe phonetic
differences are not taken into consideratiorChapter 5| look at the phonetic details at a

deeper levieof analysis.

The Levenshtein distance algorithm (Levenshtein 1966) provides a measure of sequence
similarity. It was invented to measure the similarity between two binary Wwaadsinary word is
a sequencef Os and 1% for the purposes of detecting distortion of binary data transmitted over
a channel. In addition to computer science and engineering, this algorithm hasdzeiEn us
linguistics (Kessler 1995; Heeringa 2004; Serva and Petroni 20@@&hgothers) and biology
(Fitch and Margoliah 1967 amongothers) to measure the similarity between two sequénaes
transcription of a word is an instance of a sequence. This algorithm offers a framework for
providing ameasure olexical variation that is moréne-grained than theneasure ofexical

variation discussed in the previotisapter

Many factors favor the use of the Levenshtein algorithm. First, it is applicable to any

sequence, which makes it available to more than oneifigiduistics and biolgy are two
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relevant examples. Second, it can solve the problem in a computationally efficient time O(mxn),
where m and n stand for the length of the two strings. The major improvements on the efficiency
of the Levenshtein algorithm adeie to approximatinthe results of the algorithm rather than
calculating it precisely® Such improvements of the efficiency of the algorithmrarenecessary

for linguistic research because the strings under consideration arevslobrimakesany

improvement in the efficiecy negligible Third, it is expandable through the dynamic design of

the algorithmThere are two main dynamic aspects of the algorithm: it divides the string into
substrings with the substrings being prefixes by default, and it also keeps the costasithe
operations, to be detailed below, independent of the algorithm itself. This specific feature makes
the algorithm applicable to much linguistic research, and | will also propose a new technique
utilizing this feature of the algorithm later in thigsis Fourth, it can be improved to find the

best alignment between two strings. This is achieved by keeping track of the places of the

insertions, deletions, and substitutions.

The Levenshtein distance algorithm dsedefined as a similarity metric thnds the
minimum number of insertions, deletions, and/or substitutions needed to transform one string to
another. Insertions, deletions and substitutions are called the basic operations of the algorithms.
In its most trivial case the cost of each of thegerations is set to one. It is also possible to set
different costs, and changing the saosight have dramatic effects on the variatioetric. In the
current chapter am setting the cost of basic operations to one, while thechagtemproposes a

model of sound representation from which the cost of the basic operatéterived.

¥ For more detailseeNavarro(2007), Ukkonen(1983, Ukkonen(1985, andBergheland
Roach(1996).
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Kesder (1995) was among the first use the Levenshtein distance to measure dialect
distances. His main objective was to identify the grouping of the Irish Gaelictdialed to
determine the linguistic boundaries between them. Kessler used part of a liraglaistic
developed by Wagner (1958). This part contained a list of 51 concepts represented by 312
different words or phrases. The concepts were presented in rtearmeription based on the

IPA standard.

Kessler ran different types of distance metrics that can be divided into two groups. The
first group consisted of variation metrics on the lexical level based on the etymon identity and
wordidentity, similar to wiat was discussed in Chapter 3. Beeond group of variation metrics
considered the IPA transcription and calculated the distance based on the Levenshtein distance
algorithm. Within the second group, Kessler introduced a method of phone string comparison.
This method was based on the Levenshtein distance with the default cost of the basic operations
where all insertions, deletions, asgbstitutions set to onénother technique within the second
group was to incorporate the phonetic features irctiseofthe basic operation$his technique

is called feature string comparison.

Kessler compared the correlation of the variation metrics with the traditional approach of
counting the number of isoglosses between dialect sites in a dialect map. The variatzn me
based on the Levenshtein distance algorithm outperformed the etymon identity and word identity
methods. Within the methods based on the Levenshtein distance algorithm, the phone string
comparison method outperformed the methods that consideredatialgydhonetic differences.
Kessler did not conclude that phonetic variation is irrelevant. Rather, he highlighted the
importance of further developing methodologies that incorporate phonetic features in the

variation metric.
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Serva and Petroni (2008) introduced the idea of normalizing the Levenshtein distance
between a pair of words over the length of the longer word. This helped ensure that all lexical
items are contributing the same weight tothgation metric The distane between a pair of
languages would then be the average of the normalized distances between lexical items. The cost
of insertions, deletions, and substitutions were all set to one. The normalization over the length
of the longer word generated a distancegru that is less than one for any pair of words which
in turn, entailed that the contribution of each lexical item is guaranteed to be less than or equal to
one. In other words, all lexical items have the same potential to contribute to the variation met

assigning weights to lexical items based on frequency was not considered in their study

Serva and Petroni (2008) used a list of 200 wéata 50 languages. Some lists were
missing some wordgutthe maximum number of missing words did not exceedr'h® words
were transcribeth English orthographyBased on the known divergence times between two
pairs of languages, Serva and Petroni retrieved the divergence times between all other pairs of
languages and built a language tree that included thegdivee times of alanguages in
considerationPrevious studies have also built language trees, suBhagsand Atkinson (2003)
and Grg and Jordan (20Q0butinstead of using Levenshtein distance, they focused on the

number of norcognate words as a vation metric.

The use of the Levenshtein distance algorithm has been widely accepted in Linguistics
since Kessler (1995). The algorithm was further improved by ServRetnohi (2008) and
Wichmann etil. (2010) by introducing the idea of normalizing thistances. However, their
improvements were found to bheeful only when comparingjstantlyrelated languages. On the

other hand, the Levenshtein distance algorithm can be improved by modifying the cost of
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insertions, deletions, and substitutions basesloamd relatedness or phonetic detdilss is one

of the main contributions of thibesis as discussed in detail in chapger
4.1 Measure of kxical variation at the phonemic level

| develogdan algorithm to measure the lexical variation based otPtheranscription
of the words of the Swadesh list as transcribed in Appendix A. The algorithm uses the
Levenshteirdistance algorithm with one as the cost of the basic operafiongach Swadesh
list item, thealgorithm goeshrough the words providday the speaker. For each of those words
it finds the closest cognate word provided by the hearer for the same Swadesh list item. The
assumption is that the hearer is matching the speakerodos w
lexicon, and for the communidah to be successful both words should have the same meaning
i.e. belong to the same Swadesh it€&or example, a GA speaker trying to communicate the
meaning of because (Swadesh item number 206) by using thewarthat exists in his/her
lexicon withan EA speaker who has two cognates of this word in his/her lex#@m and
YMlatAn. Insuchcasge he EA hearer is interpreting the speakerds word
lexicon which i¥HAN. For this pair of varieties the existence of the wéld:Ani n t he hear er 6s
variety does not contribute to the amount of linguistic variation. This component of algorithm
also contribute to the asymmetry of the measure because on the other direction of the
communication an EA speaker will also be usingvtioed YélasAn which a GA hearer will
match to¥§HAn which has a distance of two deletioRsllowing Serva and Petroni (2008),
normalizethe output of the Levenshtein distance algorifoneach pair of wordever the length

of the longer word? Then,| normalizeover the length of the list. These steps generate a distance

4 Normalizing over the length of the words is an advantage computationally so that each word contributes equally
in the computation; however, linguistically there may be reasons to consider developing an algorithm sensitive to
word length in future rgearch, such as the fact that there is no established theoretical definitiord éfaspelmath
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that is guaranteed to be less than or equal toTdnieensures that the resultstbe variation
metricare comparableven if some varieties tend to have longer word$ sorine variées have

longer orshorter lists opairswords.The algorithm is provided in Figure 4.1.

Thelresults of the measure of lexical variation based on phone strings align with the ( comment (m33]:

start of results

results of the lexical variation based on fomgnate words provided in tipeevious chapter. The

closest varieties to each other are the geographically close varieties: EA, LA and GA. On the

other hand, MA seems relatively more distant. The results of this measure also show the two
patterns of asymmetry reported by the previoessare. First, members of the EA variety are
understood by other varieties better than they understand them. Second, members of the LA
variety are able to understand members of the other varieties better than the members of the other
varieties can understd them. It would be interesting to see if those two patterns of asymmetry

hold for the pronunciation variation metrics developed in Section 4.2 and chapter 5. The results

are given in Table 4.1.

(2011), as well as situations where, for example, the average length of words in one variety is shorter than the
average length of words in another and thishnigpntribute to the overall difference between these two varieties.
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Figure4.1 Algorithm used tomeasurethe lexicalvariation based on the phone strings of theords of theSwadesh list

int Lexical_variation_metric_based_on_phone_string
( speaker language as LangA, Hearer language as LangB)

Distance_acc =0
Word_count =0

For each Swadesh_item in the SwadeshList

wordsA_list = list of words in LangA that belongs to Swadesh_item

words B_list = list of words in Lang B that belongs to Swadesh_item

For wordAin  wordsA_list

{
Get wordB from wordsB_list that is closest to wordA based on Levenshtein dist.
d = Levenshtein( wordA, wordB)
d = d/ max(length( wordA, wordB ) )

Distance_acc = Distance_acc + d
Word_count = word_count + 1

}

Distance = Distance_acc / word_count
Return Distance

Table 41 Results of thelexical variation metric based on the phone string

Hearer

EA GA LA MA MSA

Speaker

Reliability is an importantactorof any measurement procedure. In this stliglypvide
two tests of the reliability of the algorithm Kigure4.1. The first test aims to provide a visual
realization of the stability of the measure given the size of the Swadesh list. In other wibiels, is
size of the Swadesh list large enough to confidently determirentbant oflexical variation

between the varieties under consideration? To answer this question, for each pair of varieties
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ran a convergence exercise by starting wilistaof one radomly selected ite. | calculated the

amount of variatioraccording to the algorithm describEidure4.1. | repeated the calculation

after growing the list in steps ofie randomly selected iteffigure 4.2 shows thathe bigger the

size of the lists, the more stable tr@mount of variatioetwesn varieties would béNote that |

show a subset of the pairs of varieties in this figure because of the limited space; other pairs of

varieties show similar patterns. Based on the patters of convergence nweakpect that

increasing the size of the list to dramatically change the results.

Figure4.2 The convergence of the lexical variation metric based on the phone stringaxiX shows the number gairs of
lexical items in the list. The number of iteniscreases in steps afne. TheY-axis shows the amount of variation based on
the algorithm described irfFigure 4.1. This figure shows theattern of convergence for aubset of the pairs of varieties;

other pairs show a similar pattern.
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The second test of reliability is based on statistical tools. Assuming that the Swadesh list
is a randomly selected sample from the lexicon of the relevant varieties and that the amount of
lexical variation between the pairs of words forms a normal digioib, we can use statistical
tools to provide a confidence interval for each of the findings reported in Table 4.1. Table 4.2
summarizes the range of 95% confidence intervals for all pairs of varieties. Based on the items of
the Swadesh list there is 958bnfidence that if we randomly selected similar sized list from the
lexicon then the amount of lexical variation between the varieties would fall in the ranges
reported in Table 4.2. Looking at the ranges of the amount of lexical variation betweenlthe loca
varieties and MSA with focusing on the ability of the members of local varieties to comprehend
MSA where the speaker belasip MSA and the hearer belasitp one of the local varieties
(highlighted in Table 4.2). We see that N&Amore distant to MSA thmathe other local varieties.
Also, GA is closer to MSA than EAt could be argued th&fA is closer to MSA thaikA and
more distant tha®A. However, the ranges overlap and different datasets could provide different
results.This variation metric, as trmonfidence intervals show, did not provide distinction
regarding which local variety is closer to MA, all intervals referring to MA as either speaker or
hearer overlapOn the other handt shows that EA spealgarecloser to LA hearers than GA
hearersThis might imply that EA is understood by LA better than GA. Also, GA as speaker is
closer to LA hearers than EA hearers. This also might imply that GA is understood by LA better
than EA.The confidence intervals do not provide distinction about the adssesf EA and GA

hearers to LA as speaker.
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Table 42 The range of 95% confidence level of thexical variation metricbetween the pairs of varieties

Speaker Degrees of Mean of Range of 95% confidence interval
Hearer freedom normalized
distance
EA-GA 257 0.32 0.28 - 0.36
EA-LA 257 0.24 0.21 - 0.28
EA-MA 257 0.51 0.47 - 054
EA-MSA 257 0.36 032 - 04
GA-EA 351 0.4 0.36 - 043
GA-LA 351 0.27 0.24 - 0.3
GA-MA 351 0.5 0.47 - 053
GA-MSA 351 0.32 0.29 - 0.36
LA-EA 394 0.35 0.32 - 0.39
LA-GA 394 0.31 0.28 - 0.34
LA-MA 394 0.51 0.48 - 0.55
LA-MSA 394 0.37 035 - 04
MA-EA 272 0.52 0.48 - 0.56
MA-GA 272 0.48 0.44 - 0.52
MA-LA 272 0.46 042 - 05
MA-MSA 272 0.51 0.47 - 0.55
MSA-EA 269 0.38 0.34 - 042
MSA-GA 269 0.28 0.25 - 0.32
MSA-LA 269 0.31 0.28 - 0.35
MSA-MA 269 0.52 0.48 - 0.55

4.2 Measure of Pronunciation variation at the phonemic level

The lexical variation metric reported in the previous section is based on comparing the
IPA transcription opairs of both cognate anmbn-cognate words. It might be considered
problematic to compare the pronunciation of unrelatedaogmate words. But in this case, it is
legitimate to do so because the resulting measure estimates the lexical variation based on the
phone string acrosslalords, cognate or not, rather than purely pronunciation variation within

cognates as calculated in this section.

62



In an effort tomeasurghe amount of pronunciation variatidndeveloped an algorithm
similar to the algorithm developed in the previoustisa except that the comparison of phone
strings is limited tgairs of cognate words. This is achieved by incorporating the manually
identified cognate words that vesdeveloped for the lexicafariation metric as reported in
Chapter 3The devipedalgorithm is reported inigure4.3. The algorithm takes into
consideration only pairs of words that are identified as cognates, it keeps track of the number of

consideregairs of word4o normalize over the length of the list.

[Thelresultsof themeasuwe of pronunciation variation based on the phone strarg ( comment [m34]:

start of results

given in Table4.3. Similar to the measures of leal variation, we still see #t MA is more

distant to the other varieties than the other varieties among themselves. Moreos#l,see
thepattern of asymmetry for EA speakers. The results show that they are understood by other
speakers better than they understand tfidra.other pattern of asymmetry for LA speakers

also validi similar to the lexical variation metrieported in the présus sectionMembers of

LA variety seem to perform as hearers better than speakers based on the results of the current
pronunciation variation metrid.able4.4 reports the degrees of freedom, margin of error, and the
confidence interval for themount ofvariationbetweerthevarieties according to theurrent
measure of pronunciation variatiddomparing the amount of pronunciation variation between
MSA speakers and hearers from the local varietiesnéfice that GA is the closest followed by
EA and LA.Similarto the lexical variation metric based on phone strthgse is still aroverlap

for the 95% confidence intervalsr MSA-LA and MSAEA. Moreover, MA is still the farthest

to MSA. As for the |eal varieties, members of the MA variety as hearers are closer to EA
speakers than both GA and LA speakers, with no significant distinction betwedfGhd

LA-MA. Moreover, there is no distinction for the amount of pronunciation variation based on
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phonestrings between MA speakers and hearers from other local varieties. Similar to the lexical
variation metric reported in the previous section, EA as speaker is closer to LA hearers than GA
hearers and GA as speaker is closer to LA hearers than EA hedserghare is no distinction

about the closeness of EA and GA hearers to LA as spéagiare 4.4 summarizebé results of
thelexical andpronunciation variation metiscbased on the phone strifidnis plot is provided to

make the comparison between thwe variation metrics easidt.shows that the resultf the
pronunciation variation resemble the results obtained by the lexical variation metric based on the
phone string. One area for improvement igitmrporate phonetic features in the measure of

pronunciation variation, thiwill be discissed in Chapter 5.

Figure4.3 Algorithm used tomeasure thepronunciation variation based on phone strings of cognate words in the Swadesh

list.
int Pronunciation _variation_metric_based_on_phone_string
( speaker language as LangA, Hearer language as LangB)

{

Distance_acc =0

Word_count =0

For each Swadesh_item in the SwadeshList

{
wordsA_list = list of words in LangA that belongs to Swadesh_item
wordsB_list = list of words in LangB that belongs to Swadesh_item
For wordAin  wordsA_list

Get wordB from wordsB_list that is closest to wordA based on Levenshtein dist.
If wordA and wordB are cognates
{

d = Levenshtein( wordA, wordB)

d =d/ max(length( wordA, wordB  ))

Distance_acc = Distance_acc + d

Word_count = word_count + 1

}

Distance = Distance_acc / word_count
Return Distance
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Table 43 Results of thepronunciation variation metric based on phone string

Hearer
EA GA LA MA MSA
0.16 034 0.26
3 0.16
g LA 022 0.19
" MA 035 033
MSA 0.25 0.17
Table 44 95% confidencéntervalsfor the measure ofpronunciationvariation between pairs of varieties
Speaker Degrees of Mean of Range of 95% confidence interval
Hearer freedom normalized
distance
EA-GA 206 0.2 0.17 - 0.23
EA-LA 226 0.17 0.14 - 0.19
EA-MA 176 0.35 0.31 - 0.38
EA-MSA 214 0.26 0.23 - 0.3
GA-EA 258 0.24 0.21 - 0.27
GA-LA 288 0.16 0.14 - 0.18
GA-MA 241 0.35 0.32 - 0.38
GA-MSA 282 0.21 0.18 - 0.23
LA-EA 308 0.23 0.2 - 0.25
LA-GA 314 0.19 0.17 - 0.21
LA-MA 266 0.35 0.32 - 0.37
LA-MSA 327 0.29 0.26 - 031
MA-EA 183 0.36 032 - 04
MA-GA 199 0.34 0.3 - 0.37
MA-LA 202 0.31 0.28 - 0.35
MA-MSA 204 0.39 0.35 - 042
MSA-EA 205 0.25 0.22 - 0.29
MSA-GA 218 0.17 0.15 - 0.2
MSA-LA 228 0.22 0.2 - 0.25
MSA-MA 188 0.37 0.33 - 04
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Figure4.4 Results of the lexical and pronunciation variation metrics based on the phone string.
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CHAPTER 5

MEASURE OF PRONUNCIATION VARIATION BASED ONTHE MATHEMATICAL

REPRESENTATION OF SOUND

This chapter coverthe methodology | followo developthe measures gfronunciation
variationbased on phonetic featurés mentioned in chapter 4ne of thefavorablefeatures of
theLevenshtein distance algorithm is its ability to emtiable ©st for thebasic operations
insertions, deletions, and substitutions. This alltvesincorporation of more linguistic details by
setting the cost of the basic operatioasdal on phonetic featuremrfexamplethe cost of
replacing the phoneme /s/ by &ouldbe less than the cost of replacing /s/ by /k/, given that the

first pair differs only in voicing while the latter involves more phonetic differences.

As mentioneckarlier, Kessler (1995) introduced the use of the Levenshtein distance
algorithmto measurdinguistic variation. He compared different approaches to compute the
distances between Irishaelicdialectsand compared these with the traditional mettodintirg
isoglosses within a dialect magnder one of the approaches, he used.évenshteirdistance
algorithm withthe default cost of one as the cost of the basic operatimiier another
approach, hencorporatediifferencesn phonetic features to calct#ethe cost of the basic
operatios. He used a set of twelve phonetic featliressality, stricture, laterality, articulator,
glottis, place, palatalization, rounding, length, height, strength, and syllabicity. The values of
each featurevereset as dis@te ordinal values between 0 and 1, with the exact values being
arbitrary. Thus, the cost of replacinge phone with anotherascalculated as the average of the
differences between all phetic features representing those two soulidssler found that the

simpler phonembased method with the default cost of basic operations outperformed the
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multivalued phonetic features methiodcomparison to the traditional method of counting the
number of isoglosses between dialect sitesdiakectmap According to Kessler, the low

performance make due to the arbitrariness of assigning values to the phonetic features

Heeringa (2004) also used the Levenshdéitancealgorithm to calculate the distance
between dialects. His study coveredide variety of ways to calculate the cost of the basic
operatios. Theyaredivided into two basic categories. The first categetyased on phonetic
features and the second categeryased on the acoustic representation. Within the first
category, thee are three phonetic feature systems derived from ditfetadies onebased on
Vieregge et al(1984) and Cucchiarir{iL983) one based on Almeida and Braun (1986), and one
based on Hoppenbrouwers and Hoppenbrouwers (200&)cost of insertions arttkletions is
calculated based on the distance between the phoneme and silence while the cost of substitutions
is calculated based on the distance between the pair of phonemes being substituted. The distance
is derivedfrom segment representation accordinghe corresponding phonetic representation
(Heeringa 2004p. 124). Themethods using acoustitased representatiodi&l not perform as

well as themethodausingphonetic features.

The phonetic feature systenmat Heeringa (2004) usecevesimilar inprinciple to what
Kessler developed in his 1995 study. They both represent phonetic segments by a set of phonetic
features and each phonetic feature is associated with a set of ordinal numbers. The differences
between thenarerelated to the number of feses and the ordinal values assigned to each

phonetic featureotdistinguish phonetic segmetits

15 SeeHeeringa (2004) section 3.1 for more details.
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What is counterintuitive is théoth Kessler an#leeringa found that disregarding all
phonetic details and using the default cost of one for th
operations produced better resulthis finding does not necessarily mean that discarding
phonetics details is better but instemdy derive from the way costs were assigned, as suggested
by Kessler. Thussuch tools have to be designed carefully and should include information about

the patterns of sound change that leads to variation.

Gooskeng2007 compared the correlation betwahelexical distance anthedegree of
mutual intelligibility with the correlation between the phonetic distancethedlegree ofmutual

intelligibility. Gooskens found that mutual intelligibility is marerrelated witlphonetic

distance thamith lexical distance. He used Heeringa (2004) as a ppasigetiddistance metric. (comment [M35]:  (Gooskens 2007 p 455) |

Kondrak (2003) incorporated a new idea in the Levenshtein distance algorithm. In
addition to insertions, deletions and substitutions, he intred the operation of expansiordan
compression, where a phonetic segment can be expandedpmessed for a specific costor
eachof the 13 phonetifeatures that he usede specified a weightr what he called the
salience of the feature, and whether the feature can be applieddts\and/or consonants. In
contrasto the arbitrary nature of th@dinalvalues that Kessler assigniedhisfeature set,
Kondrak assignetis ordinalvalues based on physical measurements where applicable. The

physical measurements were taken from Ladefl (1975)The weightsassigned to the phonetic

featuresverenot basedn any physical measuremert®ndrak compared his algorithm with (comment [M36]:  (Kondrak 2003 section 6) |

othersin terms of its ability to identify cognate words. The comparison incltigechethods
from Kessler(1995, Covington(1996, Somerg1998, Gildea and Jurafski{1 996, Nerbonne

and Heering41997, and Oakg2000. Kondr akdés al gor it hm outperformed them
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Followingthis lineof researclby Kessler (1995and othersl usethe Levenshtein
distance algorithnthatthese researchers have shdwbeapplicableto measuring
pronunciation variation by incorporatipponetic detailsThe next step is to design a technique
to calculatethe cost of the basic operatiinmd ependent of the chewearcherds intuitio

this goal,we need to answer the following questions:

1. How to derive the cost of substitutions based on phonetic featdosg® set thecost of
insertions and deletions?

2. What are the sets of phonetic features to be incorporated in represemotireg ptow to
assign ordinal numbers to values in the phonetic feature sets? How do we assign weights
for the different phonetic features?

3. Howto tell if a set of values and weights of phonetic featurebetter or worse than
another set ofaluesandweights? How do we reach the optimal setalfiesand

weights?

5.1. The mathematical representationof sound

This sectiorformalizes a layer of computational representation of sound that is more
abstract than the acoustic representation and more detailed than the phonemic representation.
The necessity for the new layer of representation of sound comes from the necessity for an
interfae that communicates phonetic features that can deniveasure gfhonetic similarity.
Suchaninterface isusefulin measuringpronunciation variationAt the more abstract level of

sound representatioa,phonemic based representatieach phoneme is considered as an entity
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thathidesthe phonetic features and the fluctuations of the air pressure produced by a speaker
uttering the soundat the proposedayer ofrepresentatioii the mathematical representation
phoneticfeaturesareencoded At the more detailed level of representatidrg aicoustic
representatiorthe fluctuations of the air presswaee recordedver time.Which does not

provide a direcinterface to communicate the phonetic features

As stated in the introductiaof this thesisone of the goals for this study is to enhance
our understanding of theomponent®f sound. | am mainly concerned with addressing two
questions: (i) What are the key components of sodmdi?ii) to what degree is each
componenplaying a ple in measuring the similarities and differenoépairs soundd
Answering these two questions is key for developingeasure of pronunciation variation that is
morefine-grainedthan themeasure opronunciation variation based phone stringgChapte
4). In addition to the importance of answering these questions to devetopiegsure of
pronunciation variation, their answers might carry potential improvements to some NLP tasks
(Chapter 6)Also, they help us provide an empirical framework to ansietheoretical
guestios about the smponents of sounds in phonetics ahdnology.That said, iefocusof
this study is to develoa measure gronunciation variatiokkeeping in mind the additional

applications for future research

The quantifiability of pronunciation variation between two sounds is key to the design of
themathematicatepresentation of sound. If each phoneme is represented as a point in a space,
then the amount of pronunciation variation between two phonemesgdslyliterived from the

Hammingdistance between the poirfanithin such a design, we need to find the dimensions of

® Hamming distance is more applicable than Euclidian distahedormerbetter reflects the changing phonetic
featuresdbecausehelatterallows for diagonal shortcutscreasingly limiting the effect of each individual
dimension as the number of dimensions incredd@siming distanceneasures the total number of steps on any axis
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the space and the basic principle behind positioning points in the spaoceathematical
simplicity, we assume that each phonetic feaisign independent factadherefoe each

phonetic feature correspasitb a dimension in the space.

5.1.1 The phonetic feature$or encodingin the mathematical representation ofsound

The mathematical representation of sound must encededd phonetifeatureghat
distinguistesall phonemes in the phonemic inventory of the varieties under consideBation
shouldnot incluce any extraneous featurés reasons of computational efficiendywo
frameworks in phonologinspiredtheset of featuresised herethe articulatory phonology
framework highlights the imptance of articulatory gestures, whiletasegmental phonology
highlights the importance of phonetic features. A purely articulatory model would complicate
what could simply be viewed agphonetic featureFor examplethe emphatic feature in Arabic
is expressed by set of articulatory gestures including backing the root of the tongue, sucalization
of the body of the tongue, and slight rounding of the lips (Abunasser2ét4l). The comix
set of articulatory gestures can be represented as one phonetic feature. On the other hand a purely
autosegmental model would fail to capture the relatedness of sound in terms of place of
articulation and manner of articulation in a computationallyctiffe way.Drawing from both
phonological frameworks and keeping in mind computational simplicity and efficiency,
proposea hybrid modeleachphonemas representelly one main articulatory gestusghile
secondary articulatory gesturas consideredtproduce phonetic features. The resulting model
is a representation of sound that can be used computationatyeffective wayThe main

articulatory gesture is representedaplace of articulation anthedegree of constrictioat the

required tareach one point from the othém. otherwords, the distance is calculated as if a car were to drive around
city blocks to reach its destination rather than as the direct path a bird would fly between the points.
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place of artialation, which allows efficient comparison of different sounds for this core
property The phonetic features aveicing, nasaty, lateralty, trill/flap, emphaticnesdip
rounding, affrication, gemation,andvowellength A list of the phonemefor the varieties
under consideratioalong withthe detailsabout the encodinig provided in Appendix BTheset
of phoneticfeaturesbeing used herarederived from the IPA table aratethe minimum
features required to encodl sounds in thearieties under consideratioother languages might
require additional ofewerfeatures. Developing a universal set of featis@sost likelypossible
but nd necessargt the current stagéurthermorejt increases the computational complexity of

other components of the projgstee Section 5.1.3)

As mentioned earlier, each phoneme is represented as a point in a multidimensional space
where the coordinates of the pogpiecifythe main articulatory gesture and the phonetic
features The first dimeni®n specifies the place of articulation of the main articulatory gestures
while the second dimension specifies its degree of constriction. The remaining dimensions
correspond to the phonetic features, where each feature has its own dimemsi@iuds fo
each phonetic featuage set to 0 or 1 depending whetherthe feature is manifested in the

sound or not.

The values in the firdimension (the place of articulation of the main articulatory
gesture) correspond to glottaharyngeal, uvular, velarentralvowel, palatal, posalveolar,
alveolar, detal, labiodental, and bilabialjstributed in the range from O to 1 in increasing arder
Without aphoneticallymotivated reason fassigning specific values to each intermediate place
of articulation | am proposing technique that defines the values of the places of articulation as
parametersf therepresentation of sounilat will be represented by calculations specific to each
pair ofvarieties(see section 5.1.3)
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The second dimension define tthegree of constriction at the place of articulatibthe
main articulatory gesture ofowing the same guidelinex the place of articulatigrthe smallest
valuefor the degree of constrictiaorresponds to stops and the largedtie corresponds to
degree of constrictioaf the lowvowel, the full range of values is as follows: stop (0), fricative,
approximant, higkvowel, midvowel, lowvowel (1).The exact valuesorresponding tthe
degrees of constriction are parameters that are defirthdfiollowing sutsectionsin previous
studies Kondrak 2003Heeringa 2004amongothers) the consonardndvowel distinctionis
represented by two separate categokiesvever, in the current studipe distinctionis derived
by agap between the two categesiin the second dimensjamhich is parallel to how the
distinction is physically realizedsevens 20008nd also allows for the computational model to
capture the similarity between consonants and vowels, which, for example, can assimilate to one

anothe and otherwise interact

5.1.2Parameters andweights ofthe mathematicalrepresentation ofsound

Theset of phonetic features encoded inrethematical representation of sound
represeneach phone aspoint in a multidimensional spagéherethe coordinates of thpoint
encode the values of daturesThe range of each dimensi@n0 to 1 This designresultsin a
computationally effectivenethodto capture sound relatedness. The phomsiancebetween a
pair of phones can be calculatedl@sdistancebetween the points representing thén the
other hand, schadesign implies thizall phonetic features have equal importabeeause they
all have the same ran@@ to 1) This problem is resolved bgting weights foall dimensions
The computational componetttat allows the dimensions to be scdlgdhe weightsieedto be
independent of the variation metricandhd e pendent of t hiederivelsear cher és intuition
based on computational calculatidrne scaling factors of the dimenssare referredo as
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weights in the rest of this thesBefore the Hamming distance between the points is calculated,

the axis for each dimension is scaled based on the assigned weight.

Thefirst two dimensiongire multivalued where places of articulatanmd degrees of
constriction are expressedthge values of the relevaobordinates between 0 and 1. The exact
values of thelaces of articulation and degrees of constriciiom similarly, to be determined
indepenéntfrom the variéion metric and indeendenfromther e s ear cherThes i ntui ti ons
coordinates that define the places of articulation and degrees of constriction are to be referred as
the parameters of the mathematieresentation of sountlowever, we need to sgefault
valuesof theparameters to be used #me starting point in the process of finding the ultimate
values of theparameters for each pair of varieti®gae defaulvalues of thgparameters are
assigned in a way that they are equally gappatlle 5.1 reports the defawkilues assigned to

the parameters.

Incorporating the mathematical representation of sound in the calculation of
pronunciation variation using the Levenshtein distance algoethtailsthat the cost of
replacemats is to be calculated based the distance between the paipoints corresponding
to the paiof phonesn question. The question thatsesin this context is: What ishe cost of
the other basic operations, insertamd deldbn (to be referred as indé? In the new set up that
involves the newnethodto calculate the cost of replacements, keeping the castieito the
default cost is not plausiblg.might seem plausible to set the cost of indels to the maximum cost
of replacement (or a fraction tle®f) which is defined as the most distipeir of phonemeas
measured by the distance between the most distant gdowever, | @ not believe there ia

convincingtheoetical or logical motivation fosuchadecision. A computationally feasible and

Y Theterm indel has been used Kgndrak(2003) and in studies in molecular biology
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logically plausible solution is to deal with the problentalculatingthe cost ofndelsin a
similar methodto thatof the weights and parametef$e following section discussdset

computational componettiat calculates the weightbe parameters,ral the cost of indels

Table5.1 Default values of the parameters

Dimension | Parameter name | Default value
Glottal 0
Pharyngeal 0.1
Uvular 0.2
Velar 0.3

c

i)

© Centralvowel 0.4

2

= Palatal 0.5

ks

@ Postalveolar 0.6

ks

= Alveolar 0.7
Dental 0.8
Labiodental 0.9
Bilabial 1
Stop 0

c

2 Fricative 0.2

Q

% Approximant 0.4

o

© High vowel 0.6

o

2 Mid vowel 0.8

[a
Low vowel 1




5.13 Optimizing weights,parameters, and cost of indelsbased on their ability to identify

cognates

This sectiorreports on a computational component that sets values Welghts, the
Parameters, and cost bifdels to bereferred as WPIKondrak (2009) used a phonetic similarity
algorithm toidentify cognate worddde compared several phonetic similarity metrics based on
their ability to identify cognate word$he intuitive assumption is that a better phonetic
similarity metric would result with a better cognate word identification algoriffsiowing the
sameintuitive assumptiona betteset of WPIdeads to better identification of cognate words for
a pair of languages. | find the optimé&PIsbased on their abilitjo identify cognategas defined
in Chapter3). We need a computational component that givenWRls canidentify which one
is better for a pair ofarieties Based on such computational component we optimize for a better

set of WPIs.

The best set dVPIsis the sethat is able to identify cognates the most; and hence
separates cognates and frmgnateshe mostIn our case, given the Swaddisi for apair of
varieties the distances beten pairs of cognate worétem one distribution, anthe distances
between nottognate words form anothdistribution A good set of WPIs would result with an
average distance between nmognate word$o behigher than the average distance between
cognate words. Moreover, the more distant the averagéiseabetter the WPIs would b&he
distance between the averages ofdistributiors and lhe dispersiomf each distributiormrethe
key factos that determinthe separation of the twdistributions Thus the more multiples of
standard deviati@sthatseparate the averages of the tdistributions the better theet ofWPIs

is. The formula can be derived as:
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- Given a list of words, the Swadesh list on our case, for a pair of varieties.
0 A: Thedistributionof the distances betweengnate words
0 B: Thedistributionof the distances betwe@&on-cognate words.
0 p: apoint between A and B thsatisfies both 5.1 and 5.2
o x: the multiplication factor of the standard deviation used in equations.3,1,
and5.3; wis referred to as the separation factor
0o WL @Q [ o® (5.1
on QLI @QP (I o’ (5.2)
- Solving forayields

0 @ GOLQI @QWLQINQ | o® [ o0& (5.3)

Optimizing for a higher separatidactorby setting different weights for eaphir of
varieties could potentially result with optimal WPIs for each pair of varieties. Such an
optimization problem can be solved by implementing a hill climbing algorithm. The hill
climbing algorithm consists of repeating two steps. The first stepsistt with an arbitrary
solution. The second step is to repeatedly improve the solution by finding a better neighboring
solution. The process of trying to find a betteighboring solutiotis repeated until the
improvement of the solution fails. Similgy| start with randomly selected weights, a randomly
selected cost of indels, and default values for the parametersthenesueof each component
of the WPIs is increased and decreased by a predefined step size and the WPIs are evaluated
each time byalculating the separation factor. Then we select the neighboring WPIs that
produced the highest increase in the separation factor. The process of trying to find better

neighboring set of WPIs is repeated until the algorithm fails to increase the septaetbr.
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After this point, the last WPIs are considered to produce a local maximum. Following this
algorithm, a local maximum is found for each randomly selected WPIs. After finding a

reasonable number of local maxima or repetitions of local maximdgbetbm stops and

assumes that the best local maxima is a global maxima and the corresponding set of WPIs are the

optimal set of WPIs.

The high computational complexity of the nature of the problem highlights three
considerations to keep in mind in ordemake it computationally feasible. The first is the step
size. A larger step size is computationally less expensive but might leads to a premature local
maximum while a smaller step size could be unrealistically computationally expensive. Given
the comptational resources and after investigating different values and results, the value of the
step size is set to 0.1 in an initial stage. Once a local maximum is found, the step size is set to
0.01 and the process repeats one final time. The second corgidirttie range from which the
random values of the weights and cost of indels are selected. The range is set to the values
between 0 and 5 in steps of 0.1. There are 11 weights and 1 value for the cost of indels, thus in
total 12 variables to assigrancdom starting values. For eachriablethere are 51 possible points
to start with, so the total number of possible values 1§ Fhe third consideration is when to
assume that we have found enough number of local maxima and the largest local maxima
geneates the optimal WPIs? Ideally, we want taalsesure as possibieat we have exhausted
most of the local maxima and most likely, the global maximum is one of them. The standard
procedure for hill climbing algorithms is to start with a-ppecified numbreof randomly
selected starting points, and assume that the best maxima correspond to the optimal result.
However, | could not find such a number that is computationally feasible and effective for all

pairs of varieties. Instead, the algorithm is desigoe@peat the process of starting with
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randomly selected starting points and find their relevant local maxima until it has five repeated
local maxima. Then the algorithm stops and assumes that the global maximum is the best

maximum found and the correspamgl set of WPIs is the optimal solution.

One of the challenges to the algorithm is having the starting, randimtelgted values
begin in a plateau increasing/decreasing at least one of the values of the starting WPIs will not
have any effect on the seption factor. This problem is solved by decreasing the value of each
weight, one at a time, as long as the separation factor is not decreasing. This brings the function
to an edge of an incline where it may begin climbing and increase the separatiorirfaeto

algorithm used to calculate the WPIs is shown in Figure 5.1.

Figure 52 illustrates the calculation of the separation factor for a pair of varieties (EA
and GA). The xaxis marks the word number and theXis marks the distance between pairs of
words. The distances between cognate words are marked by pluses and the tistaeess
non-cognate words are marked by circles. The two dotted horizontal lines mark the averages of
the two distributions. The two vertical lines mark one standard deviation below and one standard
deviation above the average for each distribution. Tt p is marked by the solid horizontal
line. Figure 5.2 (A) shows the separation of the two distributions given the starting randomly
selected values. Figure 5.2 (B) shows the separation after the step that avoids having the WPIs in
a plateauFigure 5.2(C) shows the firsthange in the weights in an effort to increase the
separation factothere is a step up for the nasal and emphatic features and a stem down for
affricate featureNext, the algorithm adjustthe places of articulation and degrees of
constriction For this pair of varieties and the initial set of WPIs, the algorithm need 53 steps to

find a local maxima, the WPIs of the local maxima is giveRigure 5.2 (D)
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Figure5.1 Algorithm used tooptimize the WPIs

Pseudocode Levenshtein(wpi_se t, wordA, wordB)

return the distance between wordA and wordB following the Levenshtein distance algorithm
by setting the cost of the basic operations using the given wpi_set

Pseudocode separation_factor(wpi_set, LangA, LangB)

{
cognate_list =]
non_cognate_list =[]
For each Swadesh_item in the SwadeshList
wordsA_list = words in  LangA that belongs to Swadesh_item
wordsB_list = words in  LangB that belongs to Swadesh_item
For wordA in wordsA_list
Forword B inwords B_list
{
d =Levenshtein(  wpi_set, wordA, wordB)
d = d/ max(length(wordA ), length( wordB))
If wordA and wordB are cognates
cognate_list .add(d)
else
non_cognate_list.add(d)
}
}
return  (average(non_cognate_list) - average(cognate_list))
/ (std(cognate_list)+std(non_cognate_list))
}
Pseudocode optimize_parameters(wpi_set, LangA, LangB)
{
do
{ .
sep_wpi_list =]
base_sep_factor = separation_factor(wpi_set, LangA, LangB)
[variables,parameters] = wpi_set
For parameter_dim in
[ parameters.places_of_articulation , parameters.degrees_of_constriction ]
for parameter in parameter_dim
{
L = list of all possible values of parameter preserving ordinality
For xinL
new_wpi_set=  wpi_set with the value of corresponding parameter set to x
sep_factor = separation_factor( new_wpi_set, LangA, LangB)
sep_wpi_list.append([sep_factor, new_wpi_set])
}
}
sep_factor , new_wpi_set = the row in sep_wpi_list that has the largest sep_factor
if sep_factor > base_sep_factor
wpi_set = new_wpi_set
Jwhile(  sep_factor > base_sep_factor )
return wpi_set
}

Pseudocode get_initial_WPIs_set()

variables = get 12 random values in the range
parameters.places_of_articulation = default places of articulation
parameters.degrees_of_constriction = default degrees of constriction

wpi_set = [variables,parameters]

return wpi_set

0,
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Figure5.1 (cont.) Algorithm used tooptimize the WPIs

Pseudocode climb_the_hill(wpi_set, step_size, LangA, LangB)

{
do
{
sep_wpi_list=1]
base_ sep_factor = separation_factor(wpi_set, LangA, LangB)
[variables,parameters] = wpi_set
L= list of all neighboring variables
ForxinL
new_wpi_set =[x ,parameters ]
sep_factor = separation_factor( new_wpi_set, LangA, LangB)
sep_wpi_list.append( [sep_factor, new_wpi_set])
sep_factor , new_wpi_set = the row in sep_wpi_list that has the largest sep_factor
if sep_factor > base_sep_factor
wpi_set = new_wpi_set
wpi_set = optimize_parameters( wpi_set , LangA, LangB )
sep_factor = separation_  factor(wpi_set, LangA, LangB)
Jwhile(sep_factor > base_sep_factor )
return wpi_set
}
Pseudocode move_down_variable s(wpi_set , step_size ,LangA, LangB )
do
{

moved_down = false
[variables,parameters] = wpi_set
For x invariables

while ( x >= step_size )

{
X -=step_size
new_wpi_set=  wpi_set with the value of corresponding variable
If separation_factor( new_wpi_set , LangA, LangB )
>= separation_factor( wpi_set , LangA, LangB )
{
wpi_set = new_wpi_set
moved_down = true
}
}

} while (moved_down)
return wpi_set

Pseudocode OptimizeWPIs(LangA, LangB)

{
wpi_list =]
number_of_seen_wpis =0
while(  number_of_seen_wpis <5)
{
wpi_set = get_initial_WPIs_set()
for step_size in [0.1, 0.01]
wpi_set = move_down_variable s(wpi_set , step_size, LangA, LangB )
wpi_set= climb_the_hill( wpi_set, step_size , LangA, LangB )
If wpi_set in wpi_list
number_of_seen_wpis += 1
else
wpi_list.append(wpi_set)
}
return  wpi_set  from wpi_list that generates the largest separation factor
}

set to x
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The optimal WPIs are calculated twice for each pair of varieties. The first time, the
vowels are represented categorically based on the phonetic transcription. In this case long vowels
are in three categories and short vowels in four; in theafagw®ort vowels, there is schwa
(Section 5.2). The second time, the vowels are represented based on the values derived from the

formant frequencies reported in Section 2.8 (Section 5.3).

5.2 Using the mathematical representation ofsoundto develop ameasure ofpronunciation

variation

Following the algorithm presented in Figuré,3.calculate the WPIs for each pair of
varieties. | run the procedure twice for each pair of varieties to show the consistémey of
algorithmin finding the optimal WPIsMost values are very close to each other if not exactly the
same. The reliability of the algorithm could be enhanced by increasing the number of repeated
local maxima required to find the optimal WRdsa value bigger than fiver by having a
smaller steize. However, the achieved accuracy is considered satisfactory given the
computational resources in hand. The optimal WPIs for all pairs of varieties are provided in
Table 5.2. Then, the optimal WPIs are considered those that generated a bigger sdpet@tio

See Section 8. and Section 6.8r issues related to the values in this table.

Thelamount of pronunciation variation is calculated based on the algorithm provided in( comment [37): _start of restis

Figure 4.3 with the cost of each basic operation in the Levenshtein distance algoeithm
calculated based on the optimal WPIs for the relevant pair of varieties. Tablenn®arizes the
results. The closest varieties to each othette@eographically close varietidsA, GA, and

EA. MA is relatively more distant both geographically and based on the comezrsuref
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pronunciation variation. Similar to the previous meas, we still see the two patterns of
asymmetry. First, the amount of variation between EA speakers and hearers from the other
varieties are less than the amount of variation between EA hearers and corresponding speakers
from the other varieties. Secortle amount of variation between LA hearers and speakers from
other varieties are less than the amount of variation between LA speakers and hearers from the

corresponding varieties.

Table 5.4 reports the 95% confidence intervals for the amounts of pratianaiariation
reported in Table 5.3. The highlighted rows show the intervals for the amount of variation
between MSA speakers and hearers from local varieties. As mentioned earlier it is more
important to show the ability of the members of local varsaitecomprehend MSA. GA hearers
appear to be the closest to MSA speakers, followed by EA then LA. However, the 95%
confidence intervals for those pairs of varieties overltpe first threenighlightedrowsin Table
5.4. This means that we cannot confifedetermine which of the three varietisshe closest to
MSA based of the measure of pronunciation variation based on the mathematical representation
of sound. On the other hand, there is no overlap for the interval corresponding & 8#&h
the otter intervals for the formerly mentioned local varieties. So, the results of the current

measure show that GA, EA, and LA are all closer to MSA than MA.

The closest local variety to MA is EA considering both directions of communidation
MA speaker to EA harer and EA speaker to MA hearer. On the other hand, we cannot
distinguish the closeness of LA and GA to MA due to the overlap of the relevant confidence
intervals. Similar to the previous measure, EA as speaker is closer to a hearer of LA than a hearer
of GA. Also, GA as speaker is closer to a hearer of LA than a hearer of EA. As for LA speakers,
there is no distinction regarding the closeness of EA and GA hearers.
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Figure 5.3 summarizes the results for the lexical, pronunciation based on phone strings,
andpronunciation based on mathematical representation methodologies. This plot is provided to
make the comparison of the three variation metrics easier for the reader. It is not valid to
compare the values from different variation metrics directly, but cangpthe relative values

within each metric is informative.
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Table 53 Resultsof the measure ofpronunciation variation based onthe mathematical representation osound

Hearer

EA GA LA MA MSA
0.080 0.190 0.160
0.101

Speaker

LA 0.131 0.135
MA 0.208 0.291
MSA 0.154 0.134

Table 5.4 95% confidence intervals for themeasure ofpronunciation variation based on the mathematical representation
of sound

Speaker Degrees of Mean of Range of 95% confidence interval
Hearer freedom normalized
distance

EA-GA 206 0.127 0.105 - 0.15
EA-LA 226 0.08 0.064 - 0.096
EA-MA 176 0.19 0.162 - 0.217
EA-MSA 214 0.16 0.131 - 0.19
GA-EA 258 0.161 0.136 - 0.185
GA-LA 288 0.101 0.081 - 0.122
GA-MA 241 0.309 0.275 - 0.343
GA-MSA 282 0.161 0.138 - 0.185
LA-EA 308 0.131 0.112 - 0.15
LA-GA 314 0.135 0.112 - 0.158
LA-MA 266 0.333 0.299 - 0.366
LA-MSA 327 0.226 0.202 - 0.25
MA-EA 183 0.208 0.179 - 0.237
MA-GA 199 0.291 0.254 - 0.327
MA-LA 202 0.295 0.256 - 0.333
MA-MSA 204 0.362 0.322 - 0.401
MSA-EA 205 0.154 0.124 - 0.183
MSA-GA 218 0.134 0.109 - 0.16
MSA-LA 228 0.174 0.147 - 0.2

MSA-MA 188 0.335 0.298 - 0.373
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Figure5.3 Comparison othree variation metrics
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5.3. Using the mathematicalrepresentation ofsoundto develop ameasure ofpronunciation
based onthe non-categorical representation ofvowels

In this section, the amount of pronunciation variation is calculated based on the WPIs
calculatedollowing the procedure illustrated in Section 5.1 with the vowels represented by two
numbers derived from the formant frequencies as descrilfgttion 2.8. Figure 5.4 shows the
distribution of coordinates of the vowels in the first two dimensions of the mathematical
representation of sound. The circles show one standard deviation around the mean of the values
of the two coordinates representing trowel categories as calculatedSection 2.8; solid
circles correspond to long vowels and dashed circles correspond to short vowels. The place of
articulation of the main articulatory gestusf the vowel is calculated agelar +  ((palatal -
velar)*value derived from F2  )) . Similarly, the degreef@onstriction is calculated as
(high_vowel + ( (low_vowel i high_vowel)* value derived from the F1 )). Keepin
mind thatvelar , palatal , high_vowel , andiow_vowel correspond to parameters of the

mathematical represatation of sound as discussed in Section 5.1.
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Figure5.4 Distribution of vowels indicating relevanplaces of articulation and degrees of constriction to factor the vowels
into the mathematical representation of sound
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